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Abstract
Large language models (LLMs) have been increasingly
adopted in a variety of application scenarios. However, in
spite of the high demand for both tuning and inference, GPUs
are often underutilized because they are devoted to a single
task. A common argument for single-purpose deployments
is the need to meet strict service-level objectives (SLOs). As
LLM workloads become more complex, there are, indeed,
significant challenges in achieving high utilization while still
guaranteeing the necessary low latency. In this paper, we
present LLMStation, a flexible spatial-temporal multiplex-
ing and scheduling system for concurrent LLM fine-tuning
and inference. LLMStation adopts several novel approaches,
including a new iteration-level multitasking scheduling mech-
anism, an Autograd engine that transforms a tuning task into
a suspendable pipeline, and an inference engine capable of
batching inference and tuning requests. Our evaluation shows
that LLMStation delivers 1.38× to 14.77× the throughput
of state-of-the-art systems while meeting inference latency
SLOs. These performance gains remain under various setups
and workloads, proving LLMStation to be an effective tool to
increase the efficiency of LLM deployments.

1 Introduction

GPUs are widely used for AI applications to maximize per-
formance per watt. Due to their high cost [63] and power
consumption, operating GPUs at high utilization is critical
for minimizing the total cost of ownership and for making
optimal use of limited power budgets [50, 58, 59].

However, even resource-intensive LLM workloads struggle
to keep GPU hardware highly utilized as applications like
LLM inference consist of phases with different resource re-
quirements, which often leave some parts of the GPU idle
for a significant fraction of time [30, 50, 52, 58, 59]. For ex-
ample, during the memory-bound decoding phase of serving
a Llama3-8B model on A100 GPUs, Microsoft reports less
than 10% GPU compute utilization [16, 33].
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Figure 1: Measured context switch overhead (left). Perfor-
mance interference between LLM tuning and serving co-
located on the same GPU (right).

A natural way to improve resource utilization and cost is to
consolidate models and requests on fewer GPUs rather than
dedicating a single GPU for each task or model, with time-
sharing and/or spatial sharing [23,43,52,58,59]. Time-sharing
the GPU for workloads involving multiple models or tasks
can lead to high context-switching overhead, which becomes
a critical bottleneck [26, 50]. Figure 1(left) shows the time
taken to load models to the GPU memory and initialize the ex-
ecution engines for inference or fine-tuning (e.g., vLLM [36]
and torchtune [54]). As the experiments show, this can take
seconds to minutes. In addition to context-switching over-
head issues, temporal sharing systems for mixed tasks such
as FineInfer [26] may not be able to meet strict latency SLO
requirements when models are relatively large, and waste
computation resources in the memory-bound decoding phase.

The alternative of spatial-sharing GPUs also faces signif-
icant challenges. LLMs require large GPU memory, up to
hundreds of GBs, thus preventing strict isolation solutions
from being usable, such as the Nvidia virtual GPU [3] which
divides the GPU memory into independent small chunks.
When relaxing strict isolation, there can be significant in-
terference between processes. Figure 1(right) highlights the
performance degradation when tuning and serving tasks on
Llama-3.1-8B [22] are co-located on an RTX 3090, with p99
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Time to First Token (TTFT) and p99 Time Per Output Token
(TPOT) increasing to up to 13.2× and 3.6×, respectively.

To increase the efficiency of LLM systems and reduce re-
source consumption, in this paper we explore how to share a
GPU between LLM parameter-efficient fine-tuning (PEFT)
and inference/serving in a spatial-temporal manner, as PEFT
creates new opportunities for multiplexing memory and com-
putation resources by sharing base models [26, 29, 44] and
co-execution of memory-bound and compute-bound opera-
tions [26, 44]. In engineering practice, PEFT is frequently
conducted to adapt base models to various tasks and is also
commonly performed continuously [10, 13, 15, 31] after de-
ployment to address potential data drift. This scenario is
increasingly relevant for applications using on-premise in-
frastructure, where fine-tuning and model serving compete
for limited resources. This is particularly the case when the
inference demand fluctuates [21, 50].

To cope with the challenges described above, we propose
LLMStation, which employs a novel strategy for spatial-
temporal multiplexing. The key insight is that LLM tuning
and serving tasks have distinct workload patterns. By spatially
batching and temporally reordering tasks, LLMStation si-
multaneously achieves controllable interference between pro-
cesses, rapid context switching, maximized LLM fine-tuning
throughput, and LLMs serving within the SLO limits.

LLMStation has been implemented in 3k lines of code.
It includes a set of novel techniques including an iteration-
level multitasking scheduling mechanism, an Autograd engine
transforming a tuning task into a pre-emptable pipeline, an
inference engine that batches inference requests and tuning
requests, and a memory manager that manages base models,
adapters, and intermediate states between different tasks. A
comprehensive evaluation on Nvidia RTX 3090 and H100
GPUs shows that LLMStation achieves up to 14.77× the fine-
tuning throughput of state-of-the-art systems, while maintain-
ing inference latency SLOs. Microbenchmarks confirm that
scheduling and context-switching overheads remain minimal.
Despite that focusing on the specific but highly relevant use
case of LLM tuning and serving, the ideas behind LLMStation
can be generalized and the design provides the foundation for
future research into GPU virtualization and resource multi-
plexing to bypass the existing hardware and driver limitations.

2 Background and Motivation

In this section, we provide background on PEFT, LLM infer-
ence, and GPU resource multiplexing to motivate our work.

2.1 Parameter-Efficient Fine-Tuning
With the growing adoption of LLMs, fine-tuning becomes
more and more frequent in order to adapt base models to
different data and downstream tasks [10, 13, 51]. As shown
in Figure 2, more than a hundred thousand of adapters were

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

Time

24

29

214

C
u
m

u
la

ti
v
e
 P

E
F
T

A
d
a
p
te

r 
C

o
u
n
t

Gemma

Llama

Mistral

Qwen

Figure 2: The number of PEFT adapters based on popular
open-source model series uploaded to Hugging Face in 2024.

uploaded to Hugging Face in 2024. Even after models are de-
ployed for inference, it is common and important to continue
fine-tuning them to adapt to potential data drift [10,13,15,31],
as reflected in the continuously changes in model weights for
these Hugging Face model repositories.

To make fine-tuning cost-effective, various PEFT tech-
niques [29, 37, 39, 41, 42] have been proposed to reduce its
memory requirements while retaining comparable statistical
performance. The core idea of PEFT technique is to freeze
most parameters of the pre-trained model and only update
a small part of the model parameters (i.e., adapters), which
can greatly reduce the memory footprint of the optimizer
state during fine-tuning. A representative PEFT technique is
Low-Rank Adaptation (LoRA) [29] that freezes the whole
pre-trained model and only fine-tunes extra rank decomposi-
tion matrices injected in each transformer layer. The output
of a LoRA layer can be formulated as:

h(x) =Wx+∆Wx =Wx+BAx,

where W ∈ Rd×k is a pre-trained matrix, and B ∈ Rd×r and
A ∈ Rr×k are trainable matrices. By setting the rank r ≪
min(d,k), the number of trainable parameters in LoRA fine-
tuning can be reduced by a factor of 1000 compared to full
parameter fine-tuning.

2.2 LLM Inference
LLM inference is an auto-regressive process that, given an
input sequence (x1, · · · ,xn), generates an output sequence
(xn+1, · · · ,xn+T ) according to:

p(x1, · · · ,xn+T ) = p(EOS|x1, · · · ,xn+T )
n+T

∏
t=1

p(xt |x1, · · · ,xt−1),

where EOS is the end-of-sequence symbol. Mainstream LLM
serving systems [36, 62] divide the process into two phases:
(1) The prefilling phase generates the first new token xn+1
and stores the KV cache tensors representing the model states
of the input tokens; (2) The decoding phase takes the latest
generated token as input, computes and stores its KV cache
tensors. Then it utilizes all KV cache tensors to generate a new
token. The decoding phase will execute multiple decoding
steps until the generation length limit T is reached or the EOS
symbol is encountered.
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Figure 3: Real-world LLM inference workloads, Burst-
GPT [57] and Chatbot Arena [65].

2.3 Resource Multiplexing in LLM Workloads
The characteristics of LLM workloads reveal opportunities
to improve GPU utilization by colocating LLM tuning and
serving tasks as described in Section 2.3.1. However, in the
presence of SLOs, present systems struggle to achieve high
utilization while still guaranteeing the necessary low latencies
as discussed in Section 2.3.2.

2.3.1 Opportunities

The advances of open-source LLMs make self-hosting LLMs
in on-premise or cloud servers an attractive alternative to
cloud APIs. These deployments usually over-provision GPU
resources based on peak load, but the huge minute-to-minute
fluctuations [21, 50] in request load lead to inevitable under-
utilization of resources during certain short and discrete time
periods. Figure 3 shows the request loads of two real-world
LLM inference workloads from thousands of users (i.e., Burst-
GPT [57] and Chatbot Arena [65]). The underutilization of
GPU resource will be more serious if the request loads to
multiple LLMs are unbalanced as shown in Figure 3(b). This
observation reveals an opportunity to utilize idle GPU cycles
of the highly fluctuating LLM serving workloads.

On the other hand, the Model FLOPs Utilization (MFU)
of the LLM decoding process is typically less than 5% [64],
because each decoding step loads and evicts the entire model
between HBM and SRAM, yet the computation involves only
the last generated token rather than the whole sequence. This
observation reveals an opportunity to co-execute compute-
intensive PEFT and memory-intensive LLM inference to max-
imize GPU computation utilization.

Tuning base LLMs for downstream tasks often only re-
quires hundreds [51] or thousands [11] of labeled data sam-
ples, which can be completed in ten minutes to an hour us-
ing one or a few GPUs. The high frequency of computation-

intensive LLM fine-tuning, along with its relatively low to
moderate time and resource demands, makes it an ideal task
for utilizing otherwise idle GPU capacity.

In addition to utilizing spare computing resources in the
fluctuating LLM serving workloads, the growing popularity
of AI PCs [12, 14] has also made resource multiplexing of
PEFT and serving an emerging requirement. AI PCs enable
users to locally run inferences on LLMs and regularly finetune
them using their personal data [12, 26], highlighting the need
for optimized resource multiplexing between these tasks.

2.3.2 Challenges

Previous studies have explored various resource multiplexing
techniques to improve GPU utilization. However, existing
solutions cannot maximize GPU utilization while meeting
the SLO when co-executing PEFT and LLM inference, as
illustrated in Figure 4.

Base model multiplexing. The increasing size of LLMs
renders out-of-the-box solutions [1, 3, 8]—where each task
or fine-tuned LLM must hold an exclusive copy of the base
model—less practical, as even a single LLM can exhaust
the entire GPU memory capacity, preventing the sharing of
compute and memory bandwidth across different tasks or
fine-tuned LLMs. Therefore, recent frameworks [18, 26, 31,
44, 48, 61] combine base model multiplexing (i.e., sharing the
base model across different tasks and fine-tuned LLMs) with
temporal multiplexing and/or spatial multiplexing to create
opportunities for GPU resource multiplexing.

Temporal multiplexing. FineInfer [26] proposed Deferred
Continuous Batching to schedule PEFT and LLM inference
tasks in a temporal multiplexing manner [8]. The advantage
of temporal multiplexing in co-execution is that it does not
interfere with LLM decoding, thus ensuring that the TPOT
of LLM inference meets the SLO. However, as the input
sequence length of PEFT becomes longer or the model size
becomes larger, TTFT will experience a significant delay
because LLM inference cannot start until the current step of
PEFT ends, as shown in Figure 4(a). Figure 5(left) shows that
fine-tuning latency increases with input sequence length and
model size, exceeding the commonly used TTFT SLOs.

Spatial multiplexing. An out-of-the-box solution is to use
Nvidia MPS [1] with high-performance LLM serving and
fine-tuning frameworks to schedule PEFT and LLM inference
tasks in a spatial multiplexing manner. By carefully config-
uring CUDA_MPS_ACTIVE_THREAD_PERCENTAGE to partition
the computing units (i.e., streaming multiprocessors), spatial
multiplexing can maximize GPU utilization while ensuring
SLOs when processing static LLM workloads. Besides inher-
iting the aforementioned drawbacks of out-of-the-box solu-
tions, its main limitation is that the percentages are fixed at
framework startup and cannot be adjusted dynamically during
task execution. Figure 4(b) shows that, if the percentage of
computing units allocated to PEFT is not restricted, the TPOT
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Figure 4: Illustration of different task scheduling strategies.
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Figure 5: Latency for LoRA fine-tuning per sample for differ-
ent sequence lengths and model sizes. (left) Throughput of
chunked-training for different chunk sizes and model sizes.
The complete input sequence length for each sample is fixed
to 1024. (right)

of LLM inference becomes very high with many LLM infer-
ence requests. If one restricts the percentage of computing
units allocated to PEFT, GPU resources will be underutilized
when the LLM inference request load is low (Figure 4(c)).

FlexLLM [44] leverages chunked-training [40] to further
break down the PEFT tasks. It divides the input sequence into
several chunks and performs forward and backward passes on
each chunk separately. By storing and reusing the results and
states of each chunk required by rest chunks, chunked-training
can achieve the same results as regular PEFT. Nevertheless,
it is subject to two significant limitations. First, as shown in
Figure 5(right), shorter input sequences cannot fully utilize
the computing resources of the GPU [19, 34, 35, 38, 56] and
it incurs additional data movement overhead. If the input
sequence is divided into N chunks, the whole LLM needs to
be loaded from slow HBM to fast SRAM 2N times. Second, it
may degenerate into simple temporal or spatial multiplexing
in real-world workloads and suffers from the same problems
as the latter. For example, if chunked training does not split
the input sequence to avoid incurring additional overhead
when no LLM inference requests are running, it cannot ensure

the SLO for newly arrived LLM inference requests while
processing the current PEFT step.

3 LLMStation Overview

In this section, we give a brief overview of LLMStation,
whose architecture is illustrated in Figure 6. LLMStation
follows three design principles: (1) SLO-guarantee. The co-
execution of PEFT and LLM inference should not violate the
performance SLOs of LLM serving. (2) GPU utilization max-
imiazion. Our primary objective is to maximize the GPU uti-
lization in each short time slice to improve PEFT throughput
under the highly fluctuating real-world LLM serving work-
load. (3) Memory efficiency. The system should be able to
reduce memory consumption by sharing common base model
weights, adapter weights, and states between PEFT and infer-
ence. The principal components are as follows and details in
Section 4 and Section 5:

1. SLO-aware task scheduler (Section 4). LLMStation is
built around an iteration-level multi-tasking scheduling
mechanism that improves PEFT throughput by assigning
proper number of PEFT tasklets to be executed with the
current inference iteration according to the SLOs. Before
the execution of each iteration, the scheduler obtains the
latencies of the different kinds of tasks using profiling
results, cached runtime records or its own latency pre-
dictor, and then uses its planner to adaptively determine
the number of PEFT tasklets to execute together.

2. Suspendable automatic differentiation engine (Sec-
tion 5). Achieving our proposed scheduling mechanism
requires system support to decompose the PEFT task
into tasklets that can be executed together with the in-
ference iterations without violating the SLO. We do so
by taking an existing automatic differentiation engine
(PyTorch Autograd [46]) and transforming its backward
path to coroutines.
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Figure 6: LLMStation overview.

3. Workers. LLMStation divides the workers into PEFT
workers and inference workers to handle different parts
of the co-execution in different situations: (1) If infer-
ence workers are in the prefilling phase, the PEFT work-
ers will be suspended. (2) If the inference workers are in
the decoding phase and PEFT workers are in the forward
pass, the PEFT workers will fuse their forward pass and
the decoding step of the inference workers. (3) If the
inference workers are in the decoding phase and PEFT
workers are in the backward pass, the PEFT workers will
run PEFT tasklets in parallel.

4. Memory manager. Leveraging base model multiplexing,
LLMStation’s GPU-CPU memory manager only keeps
one copy of the base model, adapter, and inference state,
which is shared by PEFT workers and inference workers.
Only the fine-tuning state is exclusive to PEFT workers.
When the available GPU memory is insufficient to hold
the new inference states, LLMStation can swap some
GPU tensors to CPU memory and swap back when GPU
memory is sufficient.

4 LLMStation Scheduler

In this section, we describe the detailed design of LLMSta-
tion’s scheduler. At its core is a new iteration-level multi-
tasking scheduling mechanism that improves PEFT through-
put by co-executing PEFT tasklets with inference requests
without violating SLOs, as illustrated in Figure 4(d).

4.1 Scheduling Strategy
The pseudocode in Algorithm 1 shows how LLMStation’s
scheduling strategy co-executes PEFT and LLM inference.
Whenever new inference requests arrive (lines 8 - 11), the
scheduler dispatches them to the inference workers to perform
the prefilling step (line 18) while suspending the PEFT work-
ers. Before performing the decoding step, the scheduler will

Algorithm 1 Iteration-level multitasking scheduling.

Input: hardware and model configurations c, prefilling
SLOp, and decoding SLOd

1: let Qi and Q f denote inference request queue and fine-
tuning request queue

2: let Wi and Wf denote inference workers and fine-tuning
workers,

3: let Bi,B f ← /0, /0 denote the current batch of inference
requests and the current batch of fine-tuning samples

4: let Bnew← /0 denote the batch of new inference requests
5: while True do
6: Bnew← /0

7: if B f = /0 then B f ← get_first_batch(Q f )
8: for all r ∈ Qi do
9: if r cannot fit in the memory then

10: Break
11: Bnew← Bnew∪ r
12: if Bnew ̸= /0 then
13: Qi← Qi \Bnew
14: prefill(Wi,Bnew,SLOp)
15: Bi← Bi∪Bnew
16: if Wf is in forward pass then
17: latencies← latency_predictor(forward, c,Bi,B f )
18: budget← planner(latencies, SLOd)
19: forward_fused(budget, Wf ,Bi,B f )
20: else
21: latencies← latency_predictor(backward,

c,Bi,B f )
22: budget← planner(latencies, SLOd)
23: async_decode(Wi,Bi)
24: async_backward(budget, Wf ,B f )
25: Bi← Bi\ finished_requests(Bi)
26: B f ← B f \ finished_samples(B f )

send the batch size and length of input sequences, the current
phase of PEFT workers, and the hardware and model configu-
rations (e.g., GPU types and numbers, parallelism strategies,
model sizes, and adapter types) to the latency predictor. If the
PEFT workers are performing the forward pass, the latency
predictor estimates the latency of fused execution of LLM
decoding and PEFT forward tasklets (line 17). If the PEFT
workers are performing the backward pass, the latency predic-
tor estimates the latency of running LLM decoding step and
PEFT backward tasklets in parallel (line 21). After obtaining
the latencies, the scheduler’s planner calculates the number
of PEFT tasklets that can be executed together with the LLM
decoding step without violating the SLOs (lines 18 and 22).
Finally, the scheduler dispatches the tasks to corresponding
workers (lines 19, 23 and 24).

When the fine-tuning request queue is empty, our schedul-
ing strategy degenerates to continuous batching [62]. When
the inference request queue is empty, our scheduling strategy
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degenerates to normal fine-tuning. In actual implementation,
LLMStation also seeks to optimize GPU utilization during
the prefilling phase (line 14) by: (1) selectively co-executing
PEFT and prefilling steps, as some prompts are short; and
(2) scheduling the prefilling step using Deferred Continuous
Batching from FineInfer [26]. When there is no running in-
ference request, Deferred Continuous Batching defers newly
arrived requests according to their arrival time and prefilling
SLO, thus improving their chance of being able to batch up
with other requests.

4.2 Planner and Latency Predictor
Considering that the workloads of LLM inference vary sig-
nificantly across different short time periods, the scheduler
needs to make decisions based on the information of the next
iteration adaptively to maximize the PEFT throughput.

Objective. Let SLOd denote the decoding SLO, ld and ld0
denote the latencies of running a decoding tasklet with and
without PEFT tasklets, and lp denote the latency of running a
PEFT tasklet with decoding tasklets. The objective and the
SLO constraint can be formulated as

max Np

s.t. Nd · ld +(Nd,all−Nd) · ld0 ≤ SLOd

Np · lp ≤ Nd · ld

where Np and Nd are the number of PEFT tasklets and de-
coding tasklets to be executed together, and Nd,all is the total
number of decoding tasklets that need to be completed in
the upcoming iteration. We can further derive the following
inequality about Np:

Np ≤
(SLOd−Nd,all · ld0) · ld

(ld− ld0) · lp
. (1)

Besides the SLO constraint, the planner also calculates the
peak memory usage of PEFT and LLM inference, respectively,
to check whether the planned tasks can meet the memory
constraints before execution.

Latency predictor. In Eq. 1, although SLOd and Nd,all are
user-configured constants, the remaining variables (i.e., ld0,
ld and lp) are highly dependent on the hardware and software
environment, the length of the input sequence, the distribu-
tion, number, and architecture of adapters and models, etc.
Furthermore, ld and lp differ in the forward and backward
passes and are highly dependent on the tasks executed in par-
allel with them. Therefore, for co-executed tasklets without
cached runtime records or profiling results, the planner adopts
a learned latency predictor to estimate the three different types
of latency mentioned above. The latency predictor used to
estimate the latencies can be defined as:

l = y( computation
FLOP/sGPU

, communication
bandwidthinterconnect

, memory_access
bandwidthmemory

,w),

where l are predicted latencies, y are prediction models, and
w of each prediction model are parameters that need to be
learned. Similar to recent works in LLM performance pre-
diction [32, 40], the current implementation of LLMStation
adopts linear models for y and uses simple feature engineering
to obtain computation, communication, and memory access
from raw input features (e.g., the batch size and sequence
length of inference requests and PEFT samples, and the archi-
tecture of models and adapters).

Note that we only use the learned latency predictor when
the system does not have any profiling results or cached run-
time records. Therefore, after a few initial iterations, the pre-
diction error and runtime latency of the simple linear regres-
sion models have little impact on performance, as the actual
co-execution latencies are stored in the system’s cache, which
is organized as a nested index. At the top level, records are
grouped and keyed by the (hardware, model, adapter) tuple.
Within each group, the records of decoding tasklet latency
and PEFT tasklet latency are further keyed by (decode batch
size, PEFT input length). Since the required information is
available at the start of each iteration, caching and usage of
latencies are straightforward. When co-locating PEFT-based
LLM inference tasks and PEFT tasks, LLMStation addition-
ally includes the adapters used by PEFT-based LLM inference
as a key in the index.

5 LLMStation Engines

Now we describe the design of LLMStation’s execution en-
gines. For inference requests, the prefilling step is handled
by the inference engine and the decoding step is selectively
handled by the inference engine or the fusion engine. For
PEFT samples, the backward pass is handled by the Autograd
engine and the forward pass is handled by the fusion engine.

5.1 Autograd Engine
In the PyTorch Autograd engine, the backward pass is done
synchronously by the PEFT workers and the gradients are
calculated from the last layer to the first layer according to
the computation graph constructed in the forward pass. As
shown in Figure 7(a), once the backward pass starts, the PEFT
workers cannot adjust their execution according to the current
workload of the inference workers. As a result, it can not real-
ize the iteration-level multitasking scheduling algorithm (See
Algorithm 1) to ensure that the SLOs of inference requests
are met.

The key to splitting the backward pass into tasklets is trans-
forming nested functions on the backward path into corou-
tines [2], which are functions that can be suspended voluntar-
ily and be resumed later. In the LLMStation Autograd engine,
the functions involved in the function call chains of the back-
ward pass are implemented as coroutines, instead of “normal”
functions. We use co_await to invoke other coroutines and
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Figure 7: An illustration of Pytorch Autograd engine (a) and
LLMStation Autograd engine (b) running backward pass
while the inference engine is running the decoding phase.

replace return with co_return. After this transformation, the
PEFT worker can use its coroutine executor to voluntarily
suspend and resume the backward pass. Figure 7(b) illus-
trates the end-to-end control flow. When a new backward
task is created, LLMStation starts to execute it in a coroutine.
According to the workload of the next LLM decoding step,
LLMStation scheduler uses its planner to estimate how many
layers of the backward pass could be executed together with-
out violating SLOs. After the PEFT tasklets are completed,
the LLMStation Autograd Engine returns control to the PEFT
worker. The scheduler will then estimate the number of PEFT
tasklets to run in the next iteration based on the next LLM
decoding step and resume the backward coroutine. Finally,
after the backward pass of the current batch is completed, the
scheduler starts a new batch and performs a forward pass on
it, which we will discuss in the next subsection. The above
design enables LLMStation Autograd engine to help users
flexibly generate suspendable backward passes for different
models and adapters.

5.2 Inference and Fusion Engines

When the PEFT workers are in the backward pass, the cur-
rent iteration of that inference request will be fully processed
by the inference worker. The inference engine in the infer-
ence workers is similar to the inference engine in the main-
stream LLM serving systems. When an inference request is
in the decoding phase and PEFT workers are in the forward
pass, LLMStation uses the Fusion engine to amortize the data
movement, communication, and kernel launch overheads in
the PEFT forward pass. Previous works leverage prompt and
generation composition strategies [16, 27] to amortize the
overheads of the prefilling phase, but we found that less than
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Figure 8: An illustration of LLMStation Fusion engine co-
executing inference requests and fine-tuning samples on a
Transformer layer. We only depict the QKV projection, the
Attention, the Attention Output projection, and the multilayer
perceptron (MLP) for simplicity.

5% of decoding iterations are mixed with prefilling when
running real-world workloads, which leaves room for us to
composite the decoding phase and the PEFT forward pass.

Figure 8 describes the execution flow of the Fusion engine,
where computational operations are represented by ellipses
and weight matrices, input sequences, and intermediate states
are represented by rectangles. Instead of processing inference
requests of shape (Si,H) and fine-tuning samples of shape
(S f ,H) separately, the Fusion engine processes them as the
following procedure: (1) composites them to an input tensor
of shape (S f + Si,H) which is then fed to QKV projection;
(2) adds up the results from the base model and the adapters
required by inference and PEFT; (3) splits the results and per-
forms self-attention operation separately; (4) composites them
again and then performs AttnOutput projection, GateUP pro-
jection and Down projection. With the Fusion engine, we can
utilize the computing resources in decoding phases without vi-
olating the decoding SLO. For distributed co-execution, LLM-
Station adopts tensor model parallelism [49] and partitions the
weight matrices of QKV projection and GateUP projection
along columns (output dimension), and the weight matrices
of AttnOoutput projection and Down projection along rows
(input dimension). All-reduce operations are performed after
AttnOutput projection and Down projection during the for-
ward pass and before QKV projection and GateUP projection
during the backward pass.

Similar to the co-execution of the decoding phase and the
backward pass, the LLMStation scheduler estimates the num-
ber of layers that the decoding phase and the forward pass can
run together. The remaining layers of the decoding phase are
executed in the normal decoding way. Alternatively, the LLM-
Station Fusion engine can composite the inference requests
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and the PEFT samples for every layer and let the LLMStation
scheduler estimate the number of tokens that can be batched.

6 Evaluation

We empirically evaluate the performance of LLMStation on
both synthetic and real-world workloads. Through experi-
ments, we answer the following questions:

• How does LLMStation compare to other specialized
frameworks and out-of-the-box solutions for co-execution
of PEFT and LLM inference?

• What are the throughput-latency tradeoffs in LLMStation?

• What are the overheads of LLMStation ’s scheduler and
Autograd engine?

6.1 Experimental Setup
Here we describe the setup used throughout the experiments.

Hardware. The experiments are conducted on various hard-
ware settings, including a server with four RTX 3090 GPUs
and servers with four H100 GPUs. The RAM capacities of
these servers range from 256 GB to 512 GB, and all are
equipped with intra-node NVLink.

Models and adapters. We use representative open-source
LLMs, the Llama series [22], and one of the most popular
PEFT methods, LoRA [29]. As listed in Table 1, we consid-
ered three different sizes of Llama models, 7B, 13B, and 70B,
and three different sizes of LoRA adapters, with ranks of 8,
16, and 32, respectively.

Datasets and traces. For input sequences, we use the
ShareGPT [6] datasets for LLM inference and the Alpaca [53]
dataset for PEFT, both are real-world datasets. For inference
request rates, synthetic workloads send inference requests at a
steady rate and real-world workloads send inference requests
according to the BurstGPT [57] trace.

Implementation. LLMStation is implemented in about
3k lines of code and combines multiple components from
different systems. We modified PyTorch Autograd [46] using
C++ stackless coroutines and used it as the Autograd engine
for LLMStation. The inference engine, memory manager and
cache manager are built atop vLLM [36]. The fusion engine is
built atop FineInfer [26], and the implementation of different
parallelism strategies refers to Nanotron [4]. Also, we align
the fine-tuning results of LLMStation with Hugging Face
PEFT [5] to ensure the correctness of our implementation.

Baselines. We compare LLMStation with three baselines.
We use the combination of vLLM [36] + torchtune [54] as
the out-of-the-box solution. vLLM is a SoTA LLM serving
system with the batching mechanism of adapter computation
from Punica [18] and an optimized GPU memory allocation
mechanism. torchtune is a high-performance fine-tuning sys-
tem that integrates a range of commonly used performance

Table 1: Model and GPU configurations.

Model GPU # Layers TP Degree

Llama-3.1-8B 2 RTX 3090 32 2
Llama-2-13B 4 RTX 3090 32 4
Llama-3.1-70B 2×4 H100 80 4

optimization techniques. In the category of specialized frame-
works, we evaluate FineInfer [26] and chunked-training [44],
which are discussed in Section 2.

Metrics and SLOs. In end-to-end comparison, we report
the throughput (i.e., samples/s) of PEFT that each system
can achieve while the given P99 TTFT SLO and P99 TPOT
SLO are not violated. Unless otherwise specified, the P99
TTFT SLO is set to 500 ms for all configurations, and the P99
TPOT SLO is set to 50 ms for Llama-3.1-8B and 80 ms for
larger models. To compare latencies, we report the latency for
different systems to achieve a given PEFT throughput.

6.2 End-to-End Comparison

In this section, we evaluate the end-to-end performance
using both synthetic and real-world workloads. To get
the best performance of baselines, we carefully tune
their configurations such as deferral bound for FineInfer,
CUDA_MPS_ACTIVE_THREAD_PERCENTAGE for vLLM + torch-
tune, and chunk size for chunked-training.

Synthetic workloads with varying request rates. Our
first experiment evaluates the PEFT throughput that dif-
ferent systems can achieve at different inference request
rates under commonly used SLO targets. Figure 9i shows
the results on the synthetic workloads with different in-
ference request rates. When the inference request rates
are relatively low (i.e., ≤ 0.5 req/s) in serving Llama-
8B and Llama-13B with RTX 3090, LLMStation outper-
forms FineInfer/vLLM + torchtune/chunked-training by
2.38∼8.17×/2.53∼14.77×/1.57∼2.18×. As a temporal mul-
tiplexing solution, FineInfer does not co-execute the de-
coding phase and PEFT, and therefore cannot fully utilize
the computational power of the GPU. As a spatial mul-
tiplexing solution, vLLM + torchtune needs to limit the
CUDA_MPS_ACTIVE_THREAD_PERCENTAGE of the PEFT work-
ers at launch time to ensure SLOs, but this also reduces their
PEFT throughput when no inference requests are being pro-
cessed. Chunked-training does not suffer from the above two
problems, and its slowdown is mainly due to the inherent
additional data movement overhead. As the inference request
rate increases, FineInfer’s PEFT throughput quickly drops to
zero since it cannot guarantee TTFT. The PEFT throughput
of the other systems gradually becomes very close, until it
drops to zero when TPOT cannot be guaranteed.

When using two servers equipped with four H100 GPUs
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(ii) PEFT throughput under real-world workload and varying SLO targets.
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Figure 9: End-to-end comparison of LLMStation and baselines.

and built-in node NVLink to serve Llama-70B, the perfor-
mance difference also comes from the flexibility of deploy-
ment and service. Considering the low interconnection band-
width between servers and the high PEFT latency per sample
on Llama-70B, we need to deploy a 4-way tensor-parallel
base model for FineInfer on each server instead of partition-
ing the model to two servers via pipeline parallelism or 8-
way tensor parallelism. Considering that the vLLM + torch-
tune cannot share the base model, and the GPU memory of
a server is only enough to place the basic model and state
of vLLM or torchtune, we need to deploy vLLM and torch-
tune on different servers respectively. For a fair comparison,
LLMStation and chunked-training are deployed in the same
way. Therefore, when inference requests cannot saturate a
single server, LLMStation outperforms FineInfer/vLLM +
torchtune/chunked-training by up to 1.77×/1.8×/1.38×. This
is because FineInfer and vLLM + torchtune can only use the
resources of one server for PEFT, while LLMStation can use
the total remaining resources of two servers. When execut-
ing inference requests requires two servers to guarantee the
SLOs, the PEFT throughput of FineInfer and vLLM + torch-
tune drops to zero. On the contrary, LLMStation can still
leverage the remaining resources of one server to perform
PEFT until inference requests saturate two servers.

Real-world workloads with varying SLO targets. Our
second experiment tests how different approaches perform
under varying SLO targets under real-world workloads. The
trace was extracted from BurstGPT [57], with an average re-
quest rate of 4.15 req/s. Figure 9ii(a - c) show results under
varying P99 TPOT SLOs, where the performance differences
can be attributed to similar reasons discussed previously. In
real-world workloads, more requests arrive at similar times, so
the decoding phases of more requests can be batched together,
which leaves more room for PEFT. However, vLLM + torch-
tune and FineInfer may perform worse on real-world work-
loads with fluctuating request loads than on synthetic work-
loads with stable request loads. Since more requests arrive at
similar times, vLLM + torchtune needs to impose stricter re-
source constraints on PEFT workers to avoid violating SLOs,
while FineInfer may always violate TTFT SLOs in some
cases. As the P99 TPOT SLO increases, the PEFT throughput
of LLMStation and chunked-training gradually becomes very
close, since chunked-training can use a larger chunk size. As
shown in Figure 9ii(d), the performance of LLMStation is
also limited under strict P99 TTFT SLOs since the prefilling
step can only be executed after the current decoding step is
finished. Therefore, the number of PEFT tasklets that can be
executed together is now limited by the time remaining in the
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Figure 10: P99 TTFT and P99 TPOT of running Llama-3.1-
8B on two RTX 3090 GPUs under real-world workloads and
varying PEFT throughput settings.
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Figure 11: P99 TTFT and P99 TPOT of running Llama-3.1-
70B on eight H100 GPUs under real-world workloads and
varying PEFT throughput settings.

prefilling phase (rather than the decoding phase).
Case study of GPU utilization. We replayed a 3-minute

segment of trace from Figure 9ii(a) using Llama-70B on eight
H100 GPUs, with P99 TTFT and TPOT SLOs set to 500 ms
and 80 ms, respectively. As shown in Figure 9iii, LLMSta-
tion achieves high SM Active, Compute Warps in Flight,
and DRAM Write Bandwidth during most of the time. Fine-
Infer only achieves high utilization when inference request
loads are low since it cannot execute PEFT tasks when in-
ference tasks are running and vLLM + torchtune can not
utilize half of the GPU resources even when inference re-
quest loads are low since it cannot share the base model.
Chunked-training achieves high SM Active and DRAM Read
Bandwidth but low Compute Warps in Flight, reflecting
that it suffers from additional data movement overhead.

6.3 Throughput-Latency Tradeoff
In this section, we do not consider SLOs and use real-world
traces to explore how inference latency is affected under
varying PEFT throughput settings. For the experiment us-
ing two RTX 3090s to serve Llama-8B, we extracted an-
other trace from BurstGPT [57] with an average inference
request rate of 0.88 req/s. As shown in Figure 10, LLMSta-
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Figure 12: The time of backward pass with varying numbers
of suspends.

tion achieves up to 33.13×/52.64×/1.4× lower P99 TTFT
and 2.29×/362.49×/1.29× lower P99 TPOT than FineIn-
fer/vLLM + torchtune/chunked-training. FineInfer’s P99
TTFT is always higher than other variants because its schedul-
ing algorithm postpones the execution of prefilling phases to
obtain higher PEFT throughput. When the PEFT throughput
is 1.6, the P99 TTFT of inference requests even exceeds 8
seconds, which is unbearable for users. But its P99 TPOT is
up to 36% lower than LLMStation when PEFT throughput
is low. Both P99 TTFT and P99 TPOT of vLLM + torchtune
are higher than LLMStation because it underutilizes GPU
resources when no inference request is being processed and
needs to pay more at the expense of latency for inference
requests. The trend of latency variation for chunked train-
ing is similar to LLMStation, but slightly higher due to its
additional data movement overhead. For the experiment us-
ing eight H100 GPUs to serve Llama-70B, we use the same
real workload as in Section 6.2. As shown in Figure 11,
LLMStation achieves up to 180.48×/1.23× lower P99 TTFT
and 14.22×/1.24× lower P99 TPOT than FineInfer/chunked-
training. Similarly, FineInfer’s P99 TPOT is up to 28% lower
than LLMStation when PEFT throughput is low but its P99
TTFT exceeds 25 seconds when PEFT throughput is high. In
this experiment, if the PEFT throughput needed exceeds what
a server with four H100 GPUs can handle, vLLM + torchtune
is unable to perform LLM inference since we need to use all
eight H100 GPUs to deploy torchtune.

6.4 LLMStation Autograd Engine and Sched-
uler Overheads

Now we study the overheads of the scheduler and Autograd.
Autograd engine. Llama-3.1-8B, Llama-2-13B and Llama-

70B have 32, 40 and 80 layers respectively, and we selectively
suspend and resume after each layer to evaluate the overhead
of context switch in this experiment. Figure 12 shows the
latency of the backward pass under different sequence lengths,
model sizes, and GPUs and varying numbers of suspends.
For single-GPU fine-tuning, our Autograd engine incurs less
than 0.5% additional latency thanks to the low overhead of
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C++ stackless coroutines [2]. For multiple-GPU fine-tuning,
our Autograd engine incurs up to 18% additional latency.
We attribute this to the extra inter-GPU and inter-process
synchronization and a slight amplification in synchronization
overhead due to execution variability.

Scheduler. On an AMD EPYC 7313 16-Core processor,
the average latency of the planner and the latency predictor of
LLMStation scheduler is 18 microseconds per iteration, and
the average latency is less than 1 microsecond when profiling
results or cached runtime records are available since we need
not to call the latency predictor. For the latency predictor, we
train the prediction models with our profiling results from
RTX 3090 GPU servers and H100 GPU servers and test them
on A100 GPU servers. For Llama-3.1-8B and Llama-2-13B
with the rank of LoRA adapters set to 8, the overall average
Coefficients of Determination [7] (i.e., R2 score), are 0.73
and 0.69. The R2 score is the default score function for many
regression models in scikit-learn [47]. By definition, the score
ranges from −∞ and 1.0, with scores closer to 1 indicating
that the model explains a large portion of the variance.

6.5 Impact of Access Distribution and Sizes of
Adapters

The final set of experiments analyzes the impact of adapter
access distribution and adapter size on PEFT. We run Llama-
3.1-8B and the LoRA adapters on two RTX 3090 GPUs and
use the same real-world workload as in Section 6.3. For
the adapter access distribution experiment, we set the rank
of LoRA adapters to 32 and the number of LoRA adapters
to 8 and use three different access distributions: (1) None:
None of the LoRA adapter is accessed. (2) Skewed: 50%
of LoRA adapters are uniformly accessed. (3) Uniform:
All LoRA adapters are uniformly accessed. As shown in
Figure 13(left), LLMStation outperforms FineInfer/vLLM
+ torchtune/chunked-training by up to 2.98×/2.41×/1.74×.
The performance of all variants decreases slightly when the
percentage of accessed LoRA adapters increases from 0% to
50%. The performance of all variants drops to zero in the
uniform distribution, since serving inference requests alone
violates the P99 TTFT SLO.

For the adapter size experiment, we vary the rank of LoRA
adapters and set the number of LoRA adapters to 8 and the
percentage of accessed LoRA adapters to 50%. As shown in
Figure 13(right), LLMStation outperforms FineInfer/vLLM
+ torchtune/chunked-training by up to 2.98×/2.41×/1.73×.
The performance of all variants decreases slightly when
the rank of LoRA adapters increases from 8 to 32. The re-
sults of these two experiments match the observations from
Punica [18]. They found that as the rank of the LoRA adapter
increases, the performance is more sensitive to the access
distribution. When the rank equals to 32, the latency in their
distinct distribution (i.e., our uniform distribution) is up to
2.5× higher than in skew distribution.
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Figure 13: PEFT throughput with varying access distribution
to adapters (left) and varying sizes of adapters (right).

7 Discussion and Limitations

Operator-level suspend. LLMStation’s Autograd Engine is
natively able to suspend and resume between operators (i.e.,
nodes of the backward computation graph). Considering that
the backward computation graphs of LoRA fine-tuning on
Llama-3.1-8B and Llama-3.1-70B have about 4k and 10k
nodes respectively, the average latency per tasklet can be as
low as a few microseconds. Therefore, if the latency of each
layer in backpropagation is too high, LLMStation can switch
to a combination of iteration-level scheduling and operator-
level suspends. For the PEFT of ultra-long context LLMs
(i.e., millions of tokens), a potential solution is to integrate
LLMStation and chunked-training [40,44], which we leave
as future work.
Decoding SLO, TPOT and disaggregated LLM serv-
ing. TTFT and TPOT are common SLOs used in to-
day’s LLM serving. In our scheduling mechanism, the
definition of prefilling SLO is the same as TTFT, but
the definition of decoding SLO is slightly different from
TPOT. Decoding SLO is defined as the latency of each
decoding iteration while TPOT is defined as T POT =
(e2e_time−T T FT )/number_o f _generated_tokens, where
e2e_time represents the time between the arrival and comple-
tion of a request. They are identical in disaggregated LLM
serving systems, and only these systems can strictly meet the
TTFT and TPOT SLOs in theory, since there is no interference
between prefilling and decoding. For common monolithic de-
ployments, we need to set the decoding SLO slightly smaller
than the TPOT SLO. To transform the scheduling mechanism
into a TPOT-aware algorithm, one needs to continuously up-
date the respective TPOTs of all running inference requests
and make decisions based on them.
Parallelization. LLM serving typically parallelizes models
across different models via tensor model parallelism (TP) [49]
and pipeline model parallelism (PP) [40, 45]. Since tensor
model parallelism performs better in servers with NVlink
and most open source models can be accommodated by 8
GPUs on a single server, we consider only TP in the paper
and plan to incorporate PP into LLMStation in the future. Dy-
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namoLLM [50] observes that the most cost-beneficial tensor
parallelism strategy is different for workloads with different
request rates, request input lengths and output lengths. There-
fore, they adjust tensor parallelism every five minutes if it
is necessary since per adjustment might take up to several
seconds. The current implementation of LLMStation does not
consider workload-aware dynamic parallelization. We assume
that the parallelization is controlled by the inference worker
and the PEFT worker performs fine-tuning accordingly based
on the given settings.
Applicable models. Our approach can be seamlessly applied
to large auto-regressive vision, time-series, tabular, DNA, and
multimodal models that share similar memory-bound charac-
teristics of the decoding phase, as well as other workloads [28]
that have both compound-bound and memory-bound phases.
For models or workloads that are purely memory-bound or
compute-bound, the benefit will only come from the utiliza-
tion of idle GPU cycles of the fluctuating serving workloads.

8 Related Work

LLMStation builds upon many techniques from LLM serving
and tuning, GPU resource multiplexing and scheduling.

System optimizations for LLM serving. A flurry of opti-
mizations has been proposed recently to enhance LLM serv-
ing from various aspects. Orca [62] proposed continuous
batching that batching requests at the iteration level and in-
terleaving prefill and decoding phases to amortize data move-
ment overhead. vLLM [36] reduces memory fragmentation
in KV cache management with PagedAttention to maximize
throughput. Punica [18] and SLoRA [48] explored efficient
batch processing of requests for multiple PEFT models with
Segmented Gather Matrix-Vector Multiplication and Multi-
size Batched Gather Matrix-Vector Multiplication, respec-
tively. DeepSpeed-FastGen [27] and Sarathi-Serve [16] pro-
posed chunked prefill to batches prefilling and decoding re-
quests to improve GPU utilization. Our work adopts all the
above optimizations to improve serving performance, but fur-
ther focuses on improving GPU utilization without violating
SLOs by multiplexing GPU resources between LLM tuning
and serving and fine-grained scheduling.

GPU resource multiplexing. Beyond the works covered
in Section 2, a substantial body of research has also explored
GPU computation multiplexing [8, 24, 52] to improve GPU
utilization, which can also be divided into temporal multi-
plexing and spatial multiplexing. In addition, some studies
leverage software-hardware co-design to enable GPU memory
multiplexing [3, 55, 60].

Temporal multiplexing shares exclusive GPU cycles
by context-switching between multiple jobs. Time-Sliced
NVIDIA vGPU [8] schedules vGPUs to run in series. How-
ever, out-of-the-box solutions using temporal multiplexing
solutions with existing tuning frameworks and serving frame-
works suffer from significant context switching overhead.

Spatial sharing allows multiple processes to run on the
same GPU simultaneously, eliminating task switch overheads
and enhancing GPU utilization. NVIDIA MIG [3] provides
applications with exclusive access to a dedicated memory
space and streaming multiprocessor, which prevents fine-
tuning systems and serving systems from sharing the same
base model. However, this will sacrifice statistical perfor-
mance because they can only use smaller models due to mem-
ory constraints. Reef [24] and Orion [52] enable fine-grained
spatial multiplexing by padding kernels that have no per-
formance interference on each other together based on their
computation and memory access characteristics and then co-
execute them. Given that they can only see kernels that have
been submitted to the GPU work queue and do not consider
interference from interconnect (i.e., NVlink and PCIe), this
is a safe execution strategy that does not violate the SLOs.
However, they cannot maximize PEFT throughput due to
excessive constraints for co-execution. LLMStation is a user-
space solution for spatial-temporal GPU resource multiplex-
ing. The iteration-level multitasking scheduling mechanism
allows LLMStation to achieve fine-grained spatial multiplex-
ing and optimal co-execution plan since it has the information
of all kernels to be executed in the next iteration as well as
the SLO constraints.

Co-locating tuning and serving. Recent studies [17, 31]
have pointed out the emergent requirements and benefits of
co-locating LLM tuning and inference tasks. Several pio-
neers [26, 44] proposed approaches that multiplex GPU re-
sources for this specific application scenario and are the most
relevant works to LLMStation. Since they have been covered
in Section 2, we do not repeat them here.

GPU cluster scheduling. Numerous cluster-level GPU re-
source allocation and management frameworks [20,30,58,59]
have been proposed in recent years to improve resource uti-
lization for GPU clusters. AntMan [59], Gandiva [58], and
Lucid [30] observe the fluctuating resource demands of deep
learning (DL) training jobs and explore opportunities for shar-
ing GPUs across multiple training jobs. GSLICE [20] co-
locates DL inference jobs by apportioning the GPU% among
them with MPS according to their throughput and latency
at varying GPU%. The resource allocation granularity of
these frameworks is coarser than LLMStation, and they do
not consider the base model multiplexing and specific op-
timizations between fine-tuning and serving tasks for three
reasons. Firstly, unlike LLM workloads, the input size of the
inference workload of general DL models is relatively con-
sistent and only one iteration is performed for each request.
Therefore, for this relatively stable workload, coarse-grained
resource allocation is sufficient. Secondly, the training of gen-
eral DL models is less expensive or time-consuming so there
is no need to reuse base models for fine-tuning or serving.
Thirdly, the inference of general DL models is less memory-
bound so the benefits from co-executing tuning and serving
of them would be limited. Given the growing requirements
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in tuning and serving LLMs, applying the optimizations in
LLMStation to cluster-level scheduling would be interesting
and viable future work.

Systems using coroutines. Much recent work has devised
cooperative scheduling to improve the utilization of computa-
tion resources. CoroBase [25] models transactions as corou-
tines, thus enabling overlapping data fetching and computa-
tion within transactions. LuisaRender [66] proposes a GPU
coroutine model for flexible splitting and scheduling of so-
phisticated rendering tasks. NVIDIA [28] leverages Boost [9]
coroutines to overlap the processing of multiple molecular
dynamics simulations, improving GPU utilization without
complex code restructuring.

9 Conclusion

We highlighted the gap between resource multiplexing and
its adoption in existing systems for LLM workloads. Prior
approaches often underutilize GPU resources due to dedi-
cated service and solutions for colocating LLM serving and
other tasks were not ready. To fill this gap, we proposed LLM-
Station, a flexible spatial-temporal multiplexing and schedul-
ing system concurrent LLM fine-tuning and inference. LLM-
Station achieves high performance via a new iteration-level
multitasking scheduling algorithm, an Autograd engine that
enables lightweight context switch via stackless coroutine,
and an inference engine that merges memory-bound opera-
tion in inference and computation-bound operation in PEFT.
Evaluation results show that LLMStation can achieve 1.38–
14.77× higher PEFT throughput than highly-optimized base-
lines while meeting inference latency SLOs.
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A Artifact Appendix

The artifact is publicly available at https://github.com
/llm-db/llmstation/tree/atc25-artifact. Details

regarding software and hardware requirements, installation,
and experiment workflows can be found in the README.md
file.
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