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Abstract
Training large-scale machine learning (ML) models is expen-
sive and time-intensive, consuming many hardware accelera-
tors for days or weeks. As the scale of hardware deployments
and training time continue to grow, the probability of failures
also increases. The desire to use cheaper cloud resources,
such as spot VMs, to lower costs also dramatically increases
the frequency of failures. The standard approach to deal
with failures is to periodically pause training and checkpoint
model parameters to persistent storage. Unfortunately, to-
day’s checkpointing mechanisms introduce high overhead
when applied at high frequencies, yet frequent checkpointing
is necessary to avoid long recovery times.
We present a concurrent checkpointing mechanism, PC-

check, that allows frequent checkpointingwithminimal over-
head. Our framework supports persisting checkpoints to
SSD and persistent main memory (PMEM) for both single-
machine and distributed settings. PCcheck enables check-
pointing as frequently as every 10 iterations for detailed
monitoring and fast recovery times in case of failures, while
maintaining minimal (3%) overhead on training throughput.

CCS Concepts: • Computing methodologies→Machine
learning; • Computer systems organization → Depend-
able and fault-tolerant systems and networks.
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1 Introduction

Deep neural networks (DNNs) are the foundation for many
modern artificial intelligence (AI) applications [34, 37, 43, 73].
While DNNs offer high accuracy, these models are often
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Figure 1. Performance impact of CheckFreq and Gemini
checkpointing for BLOOM-7B training on an A100-40GB
GPU cluster, without failures. The secondary y-axis and the
grey line show the recovery time when a failure occurs.

computationally intensive, time-consuming, and expensive
to train [72]. Large-scale DNNs can take several days or
even weeks to train across tens to thousands of hardware
accelerators, such as GPUs and TPUs [76].

The longer a training job executes and the more hardware
accelerators it uses, the higher the probability of the job
encountering failures. Failures include hardware, network,
and power failures, as well as software bugs and out-of-
memory issues, which commonly occur in production DNN
clusters [27, 40]. A study from Meta shows that 50% of ML
training jobs encounter a failure within less than 16 min-
utes of execution [28]. Microsoft reports a 45 minute mean
time between job failures in a multi-tenant GPU cluster [39].
Another common type of failure that a DNN job may experi-
ence is preemption. DNN cluster managers often schedule
lower priority jobs on spare resources and preempt jobs as
the load varies [31, 35, 58]. Similarly, for model training on
public clouds, it is increasingly common to use preemptible
(i.e., “spot”) virtual machines as they cost 60-90% less than
on-demand VMs [17, 66]. However, cloud providers can pre-
empt spot VMs on short notice, resulting in significantly
higher job failure rates [16, 53, 75]. For example, Thorpe et
al. [66] found that a GPU cluster of 64 spot VMs in AWS EC2
experienced 127 distinct preemption events in 24 hours.
The standard approach for dealing with failures or pre-

emptions in DNN jobs is to periodically checkpoint model
weights and optimizer state to persistent storage. After a fail-
ure occurs, the job resumes training from the state captured
in the most recent persistent checkpoint. To avoid long re-
training times after a failure, a training job should frequently
checkpoint its state. High frequency checkpointing is partic-
ularly crucial when training on unreliable resources, such as
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spot VMs. Although cloud providers may give a preemption
warning (e.g. 30 sec in Google Cloud and Azure [33, 49] or 2
min in AWS [18]), this grace period is often not enough time
to persist large models. For example, the OPT-1.3B model
has 16 GB of model and optimizer state, which takes 37 sec-
onds to persist to a 1TB-SSD on a a2-highgpu-1g VM in
Google Cloud (using torch.save and flush as CheckFreq
proposes [50]), exceeding the grace period.
Besides enabling failure recovery, frequent checkpoints

are also commonly used for debugging model training dy-
namics, such as accuracy divergence [48]. Training accuracy
may deviate from the anticipated trend due to unexpected
hardware or software behavior, which requires debugging
and re-training the model [38, 61]. Checkpoints help avoid
training from scratch, which is often prohibitively expensive.

Unfortunately, current periodic checkpointingmechanisms
introduce high overhead in DNN training jobs when ap-
plied at high frequency. Figure 1 shows training throughput
slowdown when using state-of-the-art mechanisms, Check-
Freq [50] and Gemini [68], while training the BLOOM-7B
model [71] compared to training the same model with no
checkpointing. CheckFreq optimizes checkpointing by over-
lapping the “snapshot” phase (copying weights to DRAM)
and the “persist” phase (flushing the checkpoint to durable
storage) with the training itself. Gemini optimizes check-
pointing by leveraging remote CPU memory instead of per-
sistent storage. However, both mechanisms still have more
than 10% overhead when checkpointing every 50 training
iterations or less. We find that a key reason for this overhead
is that these mechanisms handle only one checkpoint at a
time, so a checkpoint cannot be copied to DRAM (local or
remote) until the previous checkpoint has successfully been
persisted. This becomes a critical bottleneck when check-
pointing frequently.
Figure 2 shows training goodput1 for the BLOOM-7B

model assuming GPU resource availability from a GPU spot
VM trace collected by André et al. [16]. The trace captures
the preemptions experienced over a 16-hour time window
when requesting a cluster of 64 A100 GPUs on spot VMs in
Google Cloud. The training goodput depends on the check-
pointing overhead and the frequency of failures. We measure
how the goodput varies with different checkpoint intervals
compared to an ideal system that does not stall training while
saving checkpoints. The larger the checkpoint interval, the
less often we checkpoint and the more retraining needs to be
done to reconstruct the state after a failure, reducing good-
put. Due to CheckFreq’s and Gemini’s inability to handle
multiple concurrent checkpoints, they have high overhead
when checkpointing more frequently than every 50 itera-
tions as the next checkpoint must wait for the previous one
to finish. Overall, CheckFreq and Gemini achieve only up to

1Goodput is useful throughput, i.e., batches per second discounting batches
that are recomputations of previously executed batches after a failure.

Figure 2. Goodput as a function of checkpoint interval for
the BLOOM-7B model training on a spot GPU VM cluster
on Google Cloud.

66% and 58% of the ideal peak goodput for this trace of GPU
spot VM resource availability, respectively.
We propose PCcheck2, a framework for DNN training

that supports multiple concurrent checkpoints in parallel.
Concurrent checkpoints can help reduce idle GPU time and
increase checkpoint frequency, since training does not have
to wait for the previous checkpoint to finish, before initiating
a new one. However, naively issuing concurrent checkpoints
can increase CPU memory and storage overheads, as well
as PCIe and storage bandwidth contention, which could de-
grade training throughput. Hence, we design PCcheck to
carefully select the number of concurrent checkpoints and
minimize the time per checkpoint by optimizing the copy-
ing mechanism to persistent storage, pipelining GPU-CPU
snapshotting and persisting, and using multiple threads to
persist each checkpoint. This allows PCcheck to support far
more frequent checkpointing than prior systems, leading
to faster recovery times as fewer training iterations need
to be recomputed after a failure. We evaluate PCcheck on a
variety of models from vision and natural language domains,
using SSD and PMEM as two different storage medias. We
show that PCcheck allows for frequent checkpointing (e.g.
every 10 iterations) with minimal (3%) overheads on training
throughput. Moreover, PCcheck achieves up to 2.86× higher
goodput than state-of-the-art checkpointing systems and
close to ideal (see Figure 2) for DNN training on the GPU
spot VM trace, due to its ability to minimize stalls while
checkpointing frequently.

2 Background
2.1 Why Checkpoint?
Fault Tolerance. As DNN jobs commonly run on large
hardware deployments, several studies have shown that
these jobs are highly susceptible to failures and preemp-
tions [27, 28, 39, 40]. Job failures are even more common
when training DNN models on slack resources (e.g., using

2PCcheck is available at https://github.com/eth-easl/pccheck
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Figure 3. Traditional checkpointing in PyTorch [56] / Ten-
sorFlow [14]. 𝑇𝑥 and 𝑈𝑥 are the model training and update
steps for iteration 𝑥 . 𝐶𝑥 is the time to copy checkpoint state
from GPU to DRAM. 𝑃𝑥 is the time to persist state to storage.
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Figure 4. CheckFreq [50] overlaps training (𝑇𝑥+1) with copy-
ing (𝐶𝑥 ). Next checkpoint is copied when previous persisted.

spot VMs in public clouds or running low-priority jobs in
shared clusters). Thorpe et al. [66] show that a GPU cluster
of 64 spot VMs in AWS EC2 experienced 127 distinct preemp-
tion events over 24 hours. André et al. [16] monitor a cluster
of 64 A100 GPUs in GCP, and observe 26 preemptions over
3.5 hours. Checkpointing during training is essential to min-
imize retraining time [16, 17, 39, 53, 67]. As Figure 2 shows,
checkpointing frequently (e.g. ≤ 25 iterations in this case)
is vital to ensure high training throughput in environments
with high failure/preemption rates.

Monitoring and Debugging ML Models. Checkpoints
are also useful for monitoring and debugging DNN train-
ing. DNN accuracy can "derail" during training due to data
outliers, floating point overflows, exploding or vanishing
gradients [61], and logic hardware failures [38]. Hence, ML
practitioners need tools to efficiently and accurately monitor
and debug model state. Therefore, ML monitoring, visualiza-
tion, and debugging tools [15, 61, 63, 70] are widely used.

Most of these tools capture features such as model param-
eters, gradients, and evaluation metrics (loss, accuracy, etc.)
throughout training, persist them to storage, visualize them,
and enable various queries for debugging. Amazon Sage-
Maker Debugger [61] allows users to specify which tensors
to snapshot, and how often. Cockpit [63] captures model
parameters and gradients and visualizes them as histograms
for debugging. Pythia [20] provides frequent checkpoints
of large language models, for better observability and inter-
pretability. As these tools checkpoint large training states
from GPUs to persistent storage, they can significantly de-
grade training throughput [61]. The checkpoint mechanism
should be as lightweight as possible to avoid high overheads
when using these monitoring tools.

2.2 Checkpointing Mechanisms for DNN Training
Traditional checkpointing, as implemented in PyTorch [56],
TensorFlow [14] and MxNet [22] typically persists model
weights as shown in Figure 3. Training (𝑇 ) involves fetching
input data and computing forward and backward passes. The

update phase (𝑈 ) updates themodel weights. The weights are
then copied to the DRAM (𝐶) and persisted to the persistent
storage (𝑃 ). All these steps occur sequentially, meaning that
training stalls until the weights are persisted.

To reduce performance overheads, CheckFreq [50] pipelines
checkpointing to some extent, enabling training to continue
concurrently with the checkpoint itself, but allowing only
one checkpoint at a time. Once weights are copied to DRAM,
training resumes, until the next checkpoint. If the former
checkpoint has not persisted yet, the next one will wait. Fig-
ure 4 shows this process, assuming we checkpoint every iter-
ation. The second iteration’s copying waits until the previous
checkpoint is persisted, leaving the GPU idle. According to
Figure 1, the slowdown of CheckFreq on BLOOM-7B spans
of ranges from 15× to 1.05× when the checkpointing occurs
every 1 to 100 iterations, respectively.
GPM [55] targets persistent memory (PMEM) and is not

specific to ML training. GPM leverages NVIDIA’s unified
virtual memory (UVM) [11] between the GPU’s main mem-
ory and DRAM to copy data using GPU kernels rather than
the GPU’s dedicated copy engines. As we show in § 5, GPM
has significant overheads in DNN jobs as it stalls training
while persisting state (similar to Figure 3 but without the
intermediate DRAM copy).
DeepFreeze [54] reduces checkpoint overheads in dis-

tributed data parallel training, but focuses on CPU-only set-
tings, where training computations are much slower than
on GPUs. Hence, the system does not address the check-
point overheads that arise in modern DNN hardware envi-
ronments.

Gemini [68] proposed an alternative to checkpointing for
distributed training, by snapshotting the training state of
one machine to the CPU’s memory of other machines. Gem-
ini pipelines training state copies to a remote machine’s
GPU first and then its CPU during the forward/backward
pass. This process is interleaved with activation and gradient
exchange. Gemini assumes that the network will have low
latency and high bandwidth, thus the GPU-GPU transfer will
be fast. However this is not always the case. For example, on
GCP a2-highgpu-1g, the highest achievable network band-
width is 1.88 GB/sec [2]. As shown in § 5, although Gemini
avoids the slow disk bandwidth, it still performs poorly over
low-bandwidth networks.
Gupta et al. [36] propose just-in-time checkpointing. In

contrast to the previous related works based on periodic
checkpointing, this method transfers the training state from
GPU to persistent storage only upon detecting a failure. In
particular, healthy workers participating in collective opera-
tions detect a worker has failed, and then checkpoint their
GPU state in a persistent file. This technique assumes that the
contents of the failed worker are replicated (since large-scale
distributed training is commonly done with a combination
of data and pipeline parallelism [17, 66]), ensuring that the
model state is not lost upon a failure. The authors assert
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that simultaneous multi-node failures are extremely rare,
making this a valid assumption. However, this might not be
true when training over preemptible resources, where bulky
VM preemptions are very common [16, 66]. Since our work
targets environments where multi-node failures or preemp-
tions are common, we focus on periodic checkpointing in
the remainder of the paper, which ensures that training can
recover at every scenario.
Takeaway: Current checkpointing mechanisms have high

overhead when applied at high frequency in DNN training
on high-throughput accelerators, like GPUs. We identify that
the main overhead is due to checkpoints stalling until a pre-
vious checkpoint persists. To support high-frequency check-
points with minimum stalls during training, checkpointing
mechanisms need (but currently lack) support for efficiently
managing multiple concurrent checkpoints.

2.3 Hardware Architecture Factors
Checkpointing performance depends on several hardware
factors, such as the data copy engine and the storage media.

Data Copy Engines. GPUs consist of execution engines
(with multiple Streaming Multiprocessors (SM)), DMA copy
engines, and memory. Data is typically transferred using the
copy engines, which can potentially copy data in parallel
with kernel execution on the SMs [5]. Data can also be copied
with GPU kernels, as in GPM [55].

Storage Media. We consider both persistent non-volatile
memories (PMEM) and SSDs. Compared to SSD, PMEM
is byte–addressable, and has comparable access speeds to
DRAM. Upon a crash, only the PMEM’s content survives.
Moreover, the order in which data is written to the cachemay
differ from the order in which the content reaches PMEM,
leading to inconsistent states upon a failure. To address this
problem, a process can write-back a particular value, or issue
non-temporal stores, followed by a fence [74]. PMEM and
SSD can be accessed via memory mapping, and SSDs require
an explicit function call to ensure persistence (e.g., msync).
Although Intel recently discontinued its PMEM manufactur-
ing [13], PMEM technology can still be part of the memory
hierarchy through CXL [23]. Compute Express Link (CXL)
is a cache-coherent interconnect open interface based on the
PCIe channel. It is also byte-addressable and allows accesses
in a cache line granularity, while maintaining coherence
and consistency. Hence, our support for PMEM can also be
applicable for the upcoming CXL technology.

3 PCcheck Design
As discussed in § 2.2, systems like CheckFreq [50] and Gem-
ini [68] have high overhead when checkpointing frequently
because they stall training until the previous checkpoint per-
sists. Yet, checkpointing frequently is important for model
training quality monitoring and handling preemptions and
failures that often arise at scale. To avoid these stalls, we

GPU CPU 
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Persistent 
Manager

1

3

2

4
SSD/PMEMDRAM

VRAM
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Latest Checkpoint = 

Figure 5. System architecture

propose PCcheck, a framework that orchestrates multiple
concurrent checkpoints with low overhead, enabling effi-
cient fault-tolerance and debugging.While concurrent check-
points can help reduce idle GPU time and increase check-
point frequency, they also increase CPUmemory and storage
demands and contention, leading to potential performance
issues. PCcheck optimizes the number of concurrent check-
points and minimizes time per checkpoint using pipelining
techniques and multiple threads. These techniques enable
PCcheck to achieve faster and more frequent checkpoint-
ing than systems like CheckFreq [50], GPM [55], and Gem-
ini [68].
§ 3.1 describes PCcheck’s system architecture. § 3.2 de-

scribes the throughput-memory tradeoff introduced with
PCcheck. § 3.3 describes the hardware mechanisms we use
to optimize the data path from GPU to persistent storage.
Finally, in § 3.4 we show how we can tune PCcheck’s config-
uration parameters.

3.1 Overview
Figure 5 shows the PCcheck system architecture and the
checkpointing steps during DNN training. PCcheck’s orches-
trator coordinates ongoing checkpoints. PCcheck’s persis-
tent manager keeps track of the mmaped checkpoint ad-
dresses and uses multiple threads to copy checkpoint data
from DRAM to SSD or PMEM.
Life of a Checkpoint. In Step 1○ in Figure 5, the GPU

executes training iterations until it reaches the next check-
point. In Step 2○, the orchestrator initiates checkpointing
by first finding a free memory region for the checkpoint in
DRAM using a lock-free queue [52] that stores free addresses.
In Step 3○, the orchestrator triggers the GPU copy engines
to copy checkpoint state from GPU memory to DRAM in
chunks. In Step 4○, the orchestrator triggers the persistent
manager to persist the checkpoint chunks from DRAM to
storage using multiple threads. While chunks from a partic-
ular checkpoint may be scattered in DRAM, the orchestrator
ensures that all the checkpoint’s chunks are ordered and
written to consecutive addresses on persistent storage. The
persistent manager also keeps track of the latest fully per-
sisted checkpoint, which is used to recover from failures.
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Figure 6. PCcheck algorithm over time, checkpointing every
iteration.𝑇𝑥 and𝑈𝑥 are the model training and model update
steps for iteration 𝑥 , respectively.𝐶𝑥 is the time to copy state
from GPU to DRAM. 𝑃𝑥 is the time to persist state to storage.
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Figure 7. PCcheck with pipelining. Checkpoints are divided
into 3 chunks. PCcheck overlaps copying with persisting.

Users can tune configuration parameters (see Table 2). PC-
check provides a tool to optimize configuration parameters
for a given workload and hardware setup (see § 3.4).
Minimizing Checkpoint Stalls. Figure 6 depicts PC-

check’s concurrent checkpointing over time, assuming check-
pointing occurs every iteration. As soon as the GPU updates
the model weights (𝑈1), the orchestrator initiates a copy of
the checkpointed state to DRAM (𝐶1), while the GPU con-
tinues training the model for the next iteration (𝑇2). When
it is time to copy the next update (𝐶2), PCcheck does not
stall the copy even though the first checkpoint has not been
persisted yet (𝑃1). PCcheck’s support for multiple concur-
rent checkpoints is a key feature compared to CheckFreq
(see Figure 4) and Gemini [68]. PCcheck also reduces the
time it takes to persist a checkpoint (e.g., 𝑃1) compared to
other state-of-the-art techniques by parallelizing writes from
DRAM to persistent storage with multiple threads. The main
bottleneck now becomes the model weight update. The stall
between 𝑇2 and 𝑈2, could be eliminated by keeping an extra
copy of model weights in GPU memory. One copy of the
model weights can then be updated, such that the next train-
ing iteration can proceed (𝑇3), while the other copy of model
weights (from 𝑈1) remains intact as it is copied to DRAM.
However, since GPU memory is limited and expensive, we
find it is not worth consuming extra memory on the GPU to
avoid such stalls.
To further reduce stalls, PCcheck supports pipelining, as

shown in Figure 7. Instead of copying the entire updated
weights (e.g., all of 𝐶1 in Figure 6) and only then start per-
sisting the data, PCcheck can split the data into multiple
chunks (e.g., 3 chunks in Figure 7). By using chunks, it is also
possible to start overwriting the already-persisted chunks in
DRAM with the new weights on the GPU side.

Algorithm GPU Mem DRAM Storage
CheckFreq 𝑚 𝑚 2 ×𝑚

GPM 𝑚 0 2 ×𝑚
Gemini 𝑚 + buffer 𝑚 0
PCcheck 𝑚 𝑚 to 2 ×𝑚 (𝑁 + 1) ×𝑚

Table 1. Memory footprint, where𝑚 is checkpoint size and
𝑁 is the number of concurrent checkpoints.

Checkpointing for Distributed Training. In multi-
node training environments, PCcheck runs one orchestrator
per node. For pipeline parallel training, where the model is
split across nodes, each node checkpoints its model partition
independently. However, as multiple checkpoints take place
in parallel, PCcheck must ensure that the latest checkpointed
model partition in each persistent device corresponds to the
same iteration for all workers. This requires an extra coordi-
nation step between the orchestrators across all nodes, which
has negligible overhead compared to the actual training. The
same approach can also be followed with Fully Sharded Data
Parallelism [59], where each worker has its own model shard.
When a combination of data and pipeline parallelism is used,
the checkpoint state of each pipeline stage is partitioned
among the data parallel replicas of this stage, reducing the
overall checkpointing overhead. The different replicas also
coordinate to ensure that the latest persisted checkpoint
corresponds to the same iteration.

3.2 Throughput-Memory Tradeoff
Table 1 compares PCcheck’s memory and storage require-
ments to other systems. GPM, CheckFreq, and Gemini al-
low only one checkpoint at a time, so they do not require
space larger than one checkpoint size in DRAM. PCcheck can
leverage extra memory capacity to support concurrent check-
points more efficiently. In the pipelined version, the orches-
trator manages the checkpoint in chunks. Once a chunk is
persisted, it is freed and available for following chunk copies
from the GPU. However, when all CPU memory chunks are
occupied (not yet persisted), upcoming checkpoints need to
wait for free chunks in DRAM. Users can set the number of
DRAM chunks that PCcheck is free to use. In general, as we
will show in § 5.4.3, a larger number of DRAM chunks allows
PCcheck to minimize stalls. However, even with strict mem-
ory constraints, PCcheck leads to significant improvements
over the baselines.

PCcheck also consumes more space in the persistent stor-
age. PCcheck requires (𝑁 + 1) ⋅𝑚 to allow 𝑁 concurrent
checkpoints and guarantees at least one valid checkpoint at
any time. Since the state-of-the-art techniques allow only
one checkpoint at a time, 𝑁 = 1 and therefore, they require
2 ⋅𝑚 persistent storage. Gemini does not consume any space
in persistent storage but rather an extra buffer (32MB) on a
GPU since it copies the data to a remote GPU first.
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3.3 Data Copy Mechanisms
We now describe the hardware mechanisms PCcheck uses
to optimize data copying.
GPU to DRAM. To optimize the data copy bandwidth

from GPU to DRAM, we considered both GPU copy engines
and copy kernels, as used by GPM [55]). We also found that
the bandwidth depends on memory pinning and Direct Data
I/O (DDIO) configurations. Using copy engines with pinned
memory and DDIO enabled (such that I/O ends up in the last
level cache instead of DRAM) yields the highest performance.
Though copy engines have some initialization overhead, this
is negligible for GB-size checkpoints. Furthermore, copy
engines do not consume precious compute resources on the
GPU. When pinned memory3 is used, copy engines leverage
direct memory access (DMA) to copy data directly to DRAM,
without involving the CPU or GPU’s compute resources.

We considered using GPU copy engines to copy data di-
rectly to PMEM or using peer-to-peer (P2P) PCIe technolo-
gies such as GPUDirect Storage [4] for direct GPU-to-SSD
transfers. However, since PMEM and SSD bandwidth is lower
than DRAM, PCcheck achieves higher overall throughput by
overlapping fast GPU-to-DRAM copies with slower persis-
tent writes to storage. Furthermore, GPUDirect is not widely
available in the cloud or our on-premise machines.

DRAM to PMEM/SSD. PCcheck supports both SSD and
PMEM. The choice of storage influences the persistence
mechanisms, the optimal configuration of parallel writers,
and the number of concurrent checkpoints. We compare two
mechanisms for writing to PMEM: using non-temporal store
instructions (bypassing the cache) and using a clwb instruc-
tion, which writes back data from the cache to PMEM. Both
instructions require a fence for persistence. Since PCcheck
only writes data once without reading it back, bypassing
the cache with a non-temporal store instruction followed by
an sfence achieves higher bandwidth (4.01GB/sec on our
machine, whose specs are described in § 5.1) compared to the
clwb instruction approach (2.46GB/sec). This is consistent
with insights from prior work [74]. For SSD, PCcheck writes
to an mmapped memory region and persists using msync()
after every checkpointing write.

3.4 Configuring PCcheck
Table 2 lists PCcheck’s configuration, system parameters, and
user constraints. The user can choose configuration parame-
ters, while the system parameters depend on the platform.
Given user constraints, such as memory consumption and
acceptable checkpointing overhead, PCcheck optimizes the
configuration parameters for a given DNN training work-
load. Users can also override parameter values. § 5.4 shows
a sensitivity study for all the parameters.
The user defines the maximum DRAM (𝑀) and storage

size (𝑆) dedicated for checkpoints (𝑀 ≤ 𝑆), and a maximum

3memory that has been registered with cudaHostRegister()

slowdown 𝑞 due to checkpointing (𝑞 ≥ 1). Our goal is to find
the minimum checkpoint interval 𝑓 (in terms of training
iterations) so that the checkpoint overhead remains smaller
than 𝑞, while the recovery time in case of a failure is mini-
mized. To saturate the GPU-CPU bandwidth, the buffer size
(𝑏) should be large enough [55] and is chosen by the tool
based on𝑇𝐺 . In our setup, we empirically set it to 100-500 MB.
Similarly, the number of writer threads per checkpoint (𝑝)
is ideally 2 to 4. The number of chunks is 𝑐 = 𝑀

𝑏
, and the

number of concurrent checkpoints is 𝑁 ≤ 𝑆
𝑚
− 1 (note that

we might end up using less storage).
Assumingwe checkpoint every 𝑓 iterations , we have up to

𝑁 concurrent checkpoints, and the time towrite a checkpoint
(i.e. from the moment it started copying from GPU until is
persisted) is, at worst case (i.e. when all N checkpoints are
ongoing and there is maximum contention),𝑇𝑤 . Furthermore,
the total number of training iterations is 𝐴. For simplicity,
we assume that 𝑓 divides 𝐴. When there are no checkpoints,
the runtime is: 𝑟𝑢𝑛𝑡𝑖𝑚𝑒0 = 𝐴 ⋅ 𝑡 . However, when there is a
checkpoint every 𝑓 iterations, assuming 𝑁 = 1, the runtime
changes to:

𝑟𝑢𝑛𝑡𝑖𝑚𝑒1 = 𝑓 ⋅ 𝑡 +max (𝑇𝑤, 𝑓 ⋅ 𝑡) ⋅ (𝐴
𝑓
− 1) +𝑇𝑤

where 𝐴
𝑓
− 1 represents the checkpoint interval between the

first and last checkpoint, and is multiplied by the maximum
time between running the next interval, 𝑓 ⋅ 𝑡 , and the check-
pointing time, 𝑇𝑤 . We take the maximum value since we
have only one concurrent checkpoint and it is written in
parallel with training. We add 𝑓 ⋅ 𝑡 and 𝑇𝑤 to represent the
first interval (before the first checkpoint has even started)
and the last interval that does not run with checkpointing
in parallel.
If 𝑁 > 1, we can extend the 𝑟𝑢𝑛𝑡𝑖𝑚𝑒1 to the following

(again, for simplicity, we assume 𝑁 ⋅ 𝑓 divides A):

𝑟𝑢𝑛𝑡𝑖𝑚𝑒2 = 𝑓 ⋅ 𝑡 +max (𝑇𝑤, 𝑁 ⋅ 𝑓 ⋅ 𝑡) ⋅ ( 𝐴

𝑓 ⋅ 𝑁 − 1) +𝑇𝑤

The interesting case is when 𝑇𝑤 > 𝑁 ⋅ 𝑓 ⋅ 𝑡 (meaning that
training has to stall). In that case, we have:

𝑟𝑢𝑛𝑡𝑖𝑚𝑒2 = 𝑓 ⋅ 𝑡 +𝑇𝑤 ⋅ 𝐴

𝑓 ⋅ 𝑁
Given a specific overhead 𝑞, we want 𝑟𝑢𝑛𝑡𝑖𝑚𝑒2 ≤ 𝑞 ⋅𝑟𝑢𝑛𝑡𝑖𝑚𝑒0:

𝑓 ⋅ 𝑡 +𝑇𝑤 ⋅ 𝐴

𝑓 ⋅ 𝑁 ≤ 𝑞 ⋅𝐴 ⋅ 𝑡 (1)

Since usually, 𝐴 is very large (i.e. training can span days),
we can ignore the 𝑓 ⋅ 𝑡 term in 1. Then, we have:

𝑇𝑤 ⋅ 𝐴

𝑓 ⋅ 𝑁 ≤ 𝑞 ⋅𝐴 ⋅ 𝑡 ⇒ 𝑓 ≥ 𝑇𝑤

𝑁 ⋅ 𝑞 ⋅ 𝑡 (2)

We note that a larger 𝑁 would theoretically lead to a shorter
waiting time of training. However, larger 𝑁 means more
concurrent checkpoints contending on the storage device
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Configuration Parameters System/Model Parameters User Constraints
# concurrent checkpoints (𝑁 ) GPU-CPU PCIe bandwidth (𝑇𝐺 ) Total DRAM size (𝑀)
# parallel writer threads (𝑝) Storage bandwidth (𝑇𝑆 ) Total storage size (𝑆)
DRAM buffer size (𝑏) Iteration time (𝑡 ) Checkpoint overhead (𝑞)
# chunks (𝑐) in DRAM Checkpoint size (𝑚) # iterations (𝐴)
Checkpoint interval (in iterations) (𝑓 )

Table 2. Configuration and system parameters.

bandwidth, thus increasing 𝑇𝑤 . Our goal is to find the mini-
mum 𝑇𝑤

𝑁
, based on the fact that 𝑁 ≤ 𝑆

𝑚
− 1. 𝑇𝑤

𝑁
depends on

the checkpoint size𝑚, iteration time 𝑡 and the storage device
bandwidth 𝑇𝑠 . For example, if 𝑁 = 1, 𝑇𝑤 = 𝑚

𝑇𝑠
. Since𝑚 and 𝑡

are given, our tool empirically finds the best 𝑁 to minimize
𝑇𝑤
𝑁
. It initiates a checkpoint every 𝑡 seconds. It then varies 𝑁

in (︀1, 𝑆
𝑚
− 1⌋︀, measures𝑇𝑤 for each checkpoint, and finds the

optimal 𝑁 . In practice, we need to check only a few values
of 𝑁 , so this profiling round has negligible overhead to the
overall training. Once 𝑁 ∗ is fixed, the minimum checkpoint
interval 𝑓 ∗ is:

𝑓 ∗ = ⌈︂ 𝑇𝑤

𝑁 ∗ ⋅ 𝑞 ⋅ 𝑡 ⟩ (3)

The optimal checkpoint frequency might vary through-
out training due to contention for shared resources, such as
GPU-CPU PCIe bus, or disk bandwidth. For example, vision
model training is input-bound [51], and LLM training com-
monly offloads activations to CPU memory and disk [44].
This behavior might necessitate adapting the checkpoint
frequency during training. We plan to extend PCcheck by
monitoring training throughput and traffic between GPU,
CPU, and storage, and adapt (3) accordingly.

4 PCcheck Algorithm
We now describe the concurrent checkpointing algorithm in
detail, including the recovery procedure and its guarantees.

4.1 Persisting Checkpoints
The persistent manager tracks memory-mapped addresses
for writing checkpoints using an algorithm based on a global
counter and three classes - Check_meta, Data, and Queue.
The global counter advances with each new checkpoint re-
quest, ensuring the order among checkpoint requests. The
Check_meta class represents a single checkpoint’s metadata,
holding its counter and a pointer to its data. The Data class
contains the recorded checkpoint’s data. Queue is a lock-
free queue based on [52], holding available slots for storing
checkpoints, apart from the latest valid checkpoint.When the
orchestrator requests a new checkpoint slot, it dequeues an
element from the queue, indicating where the new data can
be recorded. Every time a checkpoint’s recording becomes
irrelevant, (i.e. a thread persists a more recent checkpoint),
PCcheck adds the address of the old checkpoint to the end of

the queue. The persistent manager keeps track of a pointer
to the latest persistent checkpoint.

PCcheck maintains the invariant that there is at least one
persistent checkpoint, which is the latest among the last𝑁+1
checkpoints, and cannot be overwritten. If there are only 𝑁

threads that update new checkpoints, the algorithm is lock-
free. Furthermore, we always guarantee that old checkpoints
will not interfere with newer ones by implementing it with
proper use of compare-and-swap (CAS) instructions and
comparing appropriate checkpoint counters.

Listing 1. Checkpoint Operation
1 void checkpoint (data) {
2 // check the last updated checkpoint
3 check_meta∗ last_check = ∗CHECK_ADDR;
4 // get a new counter for the current checkpoint
5 long curr_counter = atomic_add(&g_counter, 1);
6 // find free space to update the new checkpoint
7 int data_location = 0;
8 while (true) {
9 data_location = free_space.deq();
10 if (data_location != EMPTY) break;
11 }
12 // prepare thread parameters & update memory
13 threads[i] = new thread(&persist, &data);
14 for (int j = 0; j < num_threads; j++)
15 threads[j]−>join();
16 check_meta check = {data_location, curr_counter};
17 memcpy(cur_check, &check, sizeof(check_meta));
18 BARRIER(cur_check);
19 while (true) {
20 bool res=CAS(CHECK_ADDR, last_check, cur_check);
21 check_meta∗ check = ∗CHECK_ADDR;
22 if (res) { // success. Persist and enq old location
23 BARRIER(CHECK_ADDR);
24 int free = last_check.data_location;
25 free_space.enq(free);
26 } else if (check−>counter < curr_counter) { // retry
27 last_check = check;
28 continue;
29 } else { // more updated checkpoint was registered
30 BARRIER(CHECK_ADDR);
31 free_space.enq(data_location);
32 }
33 break;
34 }
35 return;
36 }
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Listing 1 contains the pseudo-code for the checkpoint
operation. For readability, we describe PCcheck’s simplified
non-pipelined version, depicted in Figure 6. The checkpoint
operation starts by finding the last persistent checkpoint
located in CHECK_ADDR (Line 3). Then, it gets a new counter
by calling atomic_addwith the global counter in Line 5. The
global counter helps in ordering all checkpoints.

In Lines 6–11, PCcheck finds space for persisting the cur-
rent ongoing snapshot, relying on the guarantee that the last
persistent checkpoint is not in the queue. Then, every thread
saves its part of the checkpoint in the persistent memory in
the persist function (Lines 12–13). In the PMEM version, ev-
ery thread must also call a fence() within the persist function.
The fence() is internal to each CPU, meaning that the main
thread, which spawned the threads (in the checkpoint oper-
ation), cannot call a fence to cover all data that was written
to PMEM. In the SSD version, however, the main thread can
call a single msync() with the checkpoint address and persist
the data, improving performance.

In Lines 16– 18, we persist the start address of the check-
point. We emphasize that the actual training state is per-
sisted only once per checkpoint, and the following proce-
dure refers to persisting the pointer to the latest checkpoint.
BARRIER refers to writing back the data to the persistent
storage with an adequate fence/sync instruction. For cor-
rectness, it is important to persist the entire data and the
checkpoint that points to this data before CHECK_ADDR is up-
dated. When the data is persisted, the current thread tries to
update CHECK_ADDR using a CAS instruction. Note that since
the current checkpoint is sampled (Line 3) before getting the
counter for the new checkpoint (Line 5), the CASing trial is
guaranteed to be legal. A trial is legal if the new checkpoint
which is trying to CAS has a bigger counter than the current
checkpoint. If the trial is successful, we persist the check-
point address and return the location of the older checkpoint
to the queue, as it is free to be reused. If it failed, there are
two potential reasons. First, another concurrent checkpoint
was concurrently recorded. If the value of the other con-
current checkpoint counter was higher, then we persist the
checkpoint’s address, return our location to the free queue
and exit (Lines 29–31). Otherwise, the other checkpoint is
outdated and should be updated. In this case, we retry to
record the newer checkpoint address and persist upon suc-
cess. BARRIER guarantees persistence, and we call it both
after updating the new checkpoint address or failing in this
update as a more updated checkpoint has been registered.
Once the operation is over, the most updated checkpoint is
registered and persisted.
Pipelining and Using Chunks. There are only a few

modifications to the described pseudocode when employing
pipelining and splitting the checkpoint into chunks. Specifi-
cally, when a new checkpoint is initialized, it gets an address
in the persistent device for writing, as shown in Lines 3-11.
Then, each chunk is copied to a free CPU buffer (from a CPU

buffer pool described in Section 3.1) and persisted to disk at
the appropriate offset from that checkpoint’s start address.
Once the last batch is copied and persisted, the thread respon-
sible for this batch will execute Lines 16-34 to update the
pointer to the latest checkpoint. While a checkpoint might
be chunked in DRAM, it is saved in contiguous space in the
persistent storage.

Checkpointing in Distributed Training. As described
in Section 3.1, when distributed checkpointing is enabled,
we have to make sure all peers have a globally consistent last
checkpoint. To achieve this, each peermaintains a peer_check
variable, representing the last globally consistent checkpoint.
After a successful CAS (Line 24), each peer sends its check-
point ID (curr_counter from Listing 1) to the peer with
rank 0 and waits. Once rank 0 has received the checkpoint
IDs from all peers, it notifies them to continue. Each peer
updates its local peer_check to the new value and contin-
ues with lines 25 and 26. In our experiments, all peers had
the same ordering of checkpoint IDs sent to rank 0. We are
working towards improving the robustness and efficiency of
this coordination mechanism for large-scale deployments.

4.2 Recovering with Checkpoints
CHECK_ADDR points to the last consistent checkpoint. To re-
cover, PCcheck loads the checkpoint that corresponds to
CHECK_ADDR from persistent storage into GPU memory with
the help of a persistent iterator, which logs data read loca-
tions. The DNN job then resumes training.

We estimate the recovery time of PCcheck as follows. We
assume each iteration takes time 𝑡 , the checkpoint frequency
is 𝑓 iterations, and we allow up to 𝑁 concurrent checkpoints,
written in parallel to training. The time to write a check-
point is 𝑇𝑤 (taking 𝑇𝑤

𝑡
iterations), and the time to load the

checkpoint to GPU is 𝑙 . PCcheck’s recovery time is:

0 ≤ 𝑟𝑒𝑐𝑜𝑣𝑒𝑟𝑦 ≤ 𝑙 + 𝑓 ⋅ 𝑡 + 𝑡 ⋅𝑚𝑖𝑛(𝑁 ⋅ 𝑓 , 𝑇𝑤
𝑡
). (4)

if 𝑇𝑤 > 𝑁 ⋅ 𝑓 ⋅ 𝑡 , training will stall at iterations 𝑘 ⋅ (𝑁 + 1) ⋅ 𝑓 ,
i.e. ≤ (𝑁 + 1) ⋅ 𝑓 iterations need to be redone upon a failure.
If 𝑇𝑤 < 𝑁 , the number of lost iterations is bound by 𝑇𝑤 ,
meaning that in the worst case, 𝑓 + 𝑇𝑤

𝑡
iterations need to be

repeated upon a failure.
For reference, the recovery time of CheckFreq and Gemini

(which allow one checkpoint at a time to be persisted asyn-
chronously with training), is given by 0 ≤ 𝑟𝑒𝑐𝑜𝑣𝑒𝑟𝑦 ≤ 𝑙+2⋅𝑓 ⋅𝑡
[50]. GPM [55] stalls training in order to persist each check-
point, thus 0 ≤ 𝑟𝑒𝑐𝑜𝑣𝑒𝑟𝑦 ≤ 𝑙 + 𝑓 ⋅ 𝑡

5 Evaluation
We implemented PCcheck on top of PyTorch [56] and Deep-
speed [60].
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5.1 Setup
Platform.We evaluate PCcheck on a2-highgpu-1g VMs on
Google Cloud [32]. The VMs are equipped with an NVIDIA
A100-40GB GPU, with PCIe3x16. Each VM has an Intel Xeon
2.2GHz processor with 1 NUMA node and 12 vCPUs, and
85GB of DRAM. We attach a 1 TB SSD (pd-ssd) to each
VM. The contents of pd-ssd disks remain even after a VM
is preempted or crushed, and the disk can be reattached
to another VM [3]. We use Ubuntu 20.04, CUDA 12.1, and
PyTorch-2.1. We also evaluate our system on an Intel Optane
persistent main memory (PMEM) device with an NVIDIA
Titan RTX-24GB GPU, connected via PCIe3x8. For PMEM
experiments, we used a machine with an Intel Xeon Gold
6248R 3GHz processor with 2 NUMA nodes, each with 48
cores. It has 128GB of DRAM in total and 2 TB SSD. The ma-
chine has 4 NVDIMMs with 512GB in total. We run PMEM
in an AppDirect mode. The contents of the PMEM device
also remain intact after a GPU failure. We use Ubuntu 20.04
and CUDA 11.6.

Models.Weusemodels from the computer vision andNLP
domain. We chose batch sizes following prior work [8, 69].
Table 3 lists themodels, their checkpoint size, andmicrobatch
size on each machine type. For OPT-2.7B and BLOOM-7B,
we employ pipeline-parallel distributed training with 2 and
6 VMs respectively. The rest models are evaluated in single-
GPU setups. Similar to related work [17, 50], each checkpoint
includes model and optimizer state.
Baselines.We compare with CheckFreq [50], GPM [55]

and Gemini [68]. Gemini does not have an open-source
implementation, so we implemented it based on the pa-
per description. Since Gemini relies on distributed training
to replicate the training state, we evaluate it only in dis-
tributed setups. As GPM was designed to run on PMEM
only, we adjust it to run with an SSD as well. GPM uses
CUDA kernels to copy the checkpoint from GPU (instead of
cudaMemcpy), which we keep in the SSD version. We mmap
the file for checkpointing and use cudaHostRegister to al-
low access from GPU kernels. To persist a checkpoint, we
call cudaDeviceSynchronize (to make sure copying has fin-
ished) and msync themmaped file. We extend CheckFreq and
GPM (initially proposed for single-GPU training) to work
on distributed setups. We also compare to an ideal baseline,
which saves checkpoints with zero overhead. We run experi-
ments 3 times and report the average results. The standard
deviation was consistently less than 0.2.

5.2 Performance Results
5.2.1 PCcheck with SSD. Figure 8 shows the training
throughput when varying the checkpointing frequency. The
legend denotes the PCcheck configuration as 𝑁 -𝑝 , where 𝑁
is the number of concurrent checkpoints and 𝑝 is the number
of parallel threads per checkpoint. We use a DRAM size of
2𝑚, where𝑚 is the checkpoint size. We evaluate PCcheck

Model Dataset Batch size Batch size Checkpoint
in A100 in RTX size (GB)

VGG16 ImageNet 32 32 1.1
BERT SQuAD 3 3 4
TransformerXL WikiText 64 32 2.7
OPT-1.3B WikiText 1 - 16.2
OPT-2.7B WikiText 1 - 45
Bloom-7B WikiText 1 - 108

Table 3. Evaluated models. The checkpoint includes model
and optimizer state.

with the best configuration (determined by the profiling tool)
and show a sensitivity study in § 5.4.
In single-GPU settings, at high checkpoint frequencies,

CheckFreq has the highest overhead. For example, for the
VGG16 workload (Figure 8a), CheckFreq leads up to 57×
slowdown when checkpointing every iteration, and between
5.74×-1.19× slowdown when checkpointing every 10-100
iterations. Even though CheckFreq overlaps checkpointing
and training, it can only support one checkpoint at a time.
When the GPU tries to checkpoint before the previous check-
point finishes, it stalls the entire pipeline. For less frequent
checkpoints, and larger checkpoint sizes (i.e. BERT, OPT-
1.3B), GPM performs much worse since it stops the GPU en-
tirely for every checkpoint. Hence, GPM’s overhead becomes
more substantial than CheckFreq at a lower checkpointing
frequency.
PCcheck outperforms both CheckFreq and GPM since it

persists checkpoints with parallel workers and allows multi-
ple concurrent checkpoints to minimize stalls during train-
ing. Moreover, it considers all system bottlenecks to optimize
the data transfer. For example, in OPT-1.3 (Figure 8d), when
checkpointing every 50 iterations, PCcheck’s overhead is
1.02×, compared to 1.9× overhead for GPM and 1.17× for
CheckFreq. In a few cases, GPM outperforms CheckFreq,
when checkpointing every iteration (Figures 8a, 8d - 8f).
In such scenarios of very frequent checkpointing, the con-
current checkpointing mechanism introduced by PCcheck
offers limited benefits. Additionally, GPM directly copies to a
memory-mapped file, which in some cases, leads to improved
per-checkpoint-time, as will be discussed in 5.3. However,
the training throughput of all baselines when checkpointing
every iteration is very far from ideal, deeming these sce-
narios quite unrealistic. As checkpoint frequency decreases,
GPM struggles to match PCcheck, since it does not paral-
lelize checkpointing with training, and only keeps one active
checkpoint at a time. As a result, while PCcheck can check-
point every 10-25 iterations with minimal overheads, GPM’s
overheads remain significant at these frequencies.
We also experiment with a higher-end machine for OPT-

1.3B, using a Standard_NC40ads_H100_v5VM fromAzure [7]
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(a) VGG16 (b) Transformer-XL (c) BERT

(d) OPT-1.3B (e) OPT-2.7B (f) BLOOM-7B

Figure 8. Training throughput with checkpointing on SSD, A100, without failures. The horizontal black line represents the training
throughput without checkpoints.

with an H100 GPU, and a 3.5TB NVMe SSD. We observe simi-
lar patterns for PCcheck and the baselines, since the iteration
time was halved, and the disk bandwidth doubled.
In multi-GPU settings, we observe that Gemini signifi-

cantly degrades training throughput. Gemini transfers the
training state over the inter-machine network, avoiding the
slower persistent storage bandwidth. However, it uses only
one checkpoint at a time, meaning that the next checkpoint
cannot start until the previous one has finished, which causes
stalls when checkpointing frequently. Moreover, the inter-
machine network in our setup is not fast enough to hide the
checkpoint transfer time. The measured network bandwidth
in our a2-highgpu-1g VMs is 15 Gbps, which is commonly
seen in public cloud VMs [2]. Overall, Gemini leads to 1.62-
1.06× and 1.65-1.08× lower throughput for OPT-2.7B and
BLOOM-7B models respectively when checkpointing every
10-100 iterations. On the contrary, the slowdown of PCcheck
at these frequencies is < 1.05× and < 1.02× respectively.

5.2.2 Recovery Times. At low checkpoint frequency, re-
covery time increases, reaching 80 seconds for OPT-1.3B
when checkpointing every 100 iterations (Figure 8d). In this
setting, CheckFreq has 5% overhead. With the same training
throughput, PCcheck checkpoints every 50 iterations and
recovers in 50 seconds. For BLOOM-7B (Figure 8f), PCcheck
can recover in 26 seconds with 5% overhead, while Check-
Freq and Gemini incur similar overhead and recover in 250
seconds.

5.2.3 Goodput with Spot Instances. The ultimate met-
ric of interest is training goodput (useful throughput) in a
real DNN cluster prone to failures or preemptions. In elastic
distributed DNN training frameworks, such as Varuna [17],
whenever any worker fails or gets preempted, all workers
resume from the latest checkpoint. We compare goodput
for PCcheck, CheckFreq, GPM, and Gemini assuming GPU
availability based on the resource preemption trace collected
by André et al. [16] in a Google Cloud A100 GPU spot in-
stance cluster. We replay the resource preemption trace as
follows: whenever a change in the allocated resources oc-
curs (i.e. a VM is preempted or retrieved), the system stops
and rolls back to the previous checkpoint. Thus, given the
total training time 𝑇 , the number of failures 𝑟 , the aver-
age checkpoint interval 𝑓 , and the average iteration time 𝑡
(which includes checkpoint overheads), we compute how
much time is spent doing useful work (goodput) and recov-
ering. We use the average recovery time from 4.2 for each
baseline, excluding the time needed to reattach a pd-ssd
disk to a VM (which is around 5.5 sec, and similar for all
baselines except Gemini that relies on DRAM copies.) The
time spent making progress is 𝑝𝑟𝑜𝑔 = 𝑇 − 𝑟𝑒𝑐 . During that
time, the model has made progress on 𝑠𝑒𝑒𝑛𝐵𝑎𝑡𝑐ℎ𝑒𝑠 = 𝑝𝑟𝑜𝑔

𝑡

batches, thus 𝑔𝑜𝑜𝑑𝑝𝑢𝑡 = 𝑠𝑒𝑒𝑛𝐵𝑎𝑡𝑐ℎ𝑒𝑠
𝑇

.
Figure 9 shows goodput for the above resource availabil-

ity simulation. Due to high resource preemptions in spot
instance clusters, it is optimal to checkpoint every 10 − 25
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(a) VGG16 (b) Transformer-XL (c) BERT

(d) OPT-1.3B (e) OPT-2.7B (f) BLOOM-7B

Figure 9. Goodput when replaying a Google Cloud A100 GPU resource preemption trace [16]. Higher is better.

iterations to avoid long recovery times. When checkpoint-
ing every iteration, most time is spent checkpointing, re-
sulting in high overhead. Conversely, when checkpointing
infrequently, most time is spent redoing lost work. Thus,
frequent checkpoints are necessary, and PCcheck enables
such fine-grained checkpointing.

For a fixed checkpoint frequency, the goodput depends on
two key factors: 1) the training throughput in the absence of
failures, and 2) the amount of lost work per failure. PCcheck
improves training throughput by introducing concurrent
checkpointing. However, when multiple checkpoints are in
progress simultaneously, the training may need to roll back
more iterations (impacting factor 2). Thus, the overall good-
put depends on the balance between training throughput
and lost work. For instance, in Figure 9d, PCcheck achieves
1.77× higher goodput than CheckFreq, when checkpoint-
ing every 10 iterations. Without failures, (Figure 8d), the
throughput of PCcheck and CheckFreq, is 0.5 iters/sec, and
0.256 iters/sec respectively, meaning that for the whole du-
ration of the trace, PCcheck would have completed 6137
iterations, while CheckFreq would have completed 3404 iter-
ations. When taking failures and average rollback iterations
into account, PCcheck and CheckFreq will need to redo 550
and 257 iterations, respectively. Thus, the effective number of
iterations (which reflects goodput) is 5587 and 3147 iterations
for PCcheck and CheckFreq respectively.
This can be generalized when comparing PCcheck with

other baselines that do not support concurrent checkpoint-
ing. In all cases, PCcheck greatly outperforms the other base-
lines, approaching the ideal upper bound. VGG16 (Figure 9a)
has the smallest iteration time (60 ms) and its checkpoint
size is 1.1 GB, meaning that the checkpoint overhead is quite
high and the recovery time is low. This explains why all

baselines have low goodput at frequent checkpointing. Nev-
ertheless, PCcheck still performs similarly to the ideal case,
starting from a checkpoint frequency of 100. In all the other
cases, we notice that as the size of the checkpoint grows, and
the iteration time decreases, the gap between PCcheck and
the other baselines increases. Looking at each checkpoint
frequency individually, and taking the ratio between PC-
check’s goodput and the baselines’ goodput, PCcheck gets
up to 1.75×, 2.86×, and 2.75× higher goodput than GPM,
CheckFreq, and Gemini, respectively. Alternatively, if, for
each model, we consider the peak goodput of each base-
line across all checkpoint frequencies, and compare it with
PCcheck’s peak goodput for that specific model, PCcheck
has up to 1.27×, 1.25×, and 1.44× higher goodput than GPM,
CheckFreq, and Gemini, respectively.

We also experimented with higher numbers of concurrent
checkpoints and observed slight decreases in goodput, since
more concurrent checkpoints do not always translate to
higher throughput, due to storage bandwidth limitations
(see Sections 4 and 5.4). PCcheck picks a modest number of
concurrent checkpoints (2-4) that achieves high throughput
and goodput while accounting for scalability limitations.

5.2.4 PCcheckwith PMEM. In Figure 10, we evaluate PC-
check’s impact on training throughputwhen using PMEM for
checkpointing BERT (the largest model fit in this machine).
Since the GPU on this machine has lower compute capability
than the A100 GPU, the training throughput is decreased.
Furthermore, the PMEM bandwidth is higher than the SSD’s,
thus the checkpointing overhead is lower. CheckFreq and
GPM also perform better than in the SSD setup. Nevertheless,
PCcheck still outperforms both in all checkpoint frequen-
cies. By checkpointing every 10 iterations instead of 100
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Figure 10. Checkpointing overhead for the BERT model when
using an Intel Optane PMEM device.

Figure 11. Time to persist 1 checkpoint, with varying sizes,
SSD, A100. y-axis is log scale.

iterations, as CheckFreq, the recovery time decreases by 10×,
while keeping the same overhead.

5.3 Microbenchmarks
Figure 11 shows the time to write a checkpoint of various
sizes using SSD, or over the network in Gemini’s case. Gemini
has the lowest time per checkpoint since it does not write
to storage. However, as only one checkpoint is allowed at a
time, training performance is significantly degraded (§ 5.2).
PCcheck optimizes the entire copying path, outperforming
CheckFreq and GPM by up to 1.9×. PCcheck uses GPU copy
engines to move data to DRAM, employs multiple threads
to copy the data, and persists in a pipelined manner, fully
saturating the persistent storage device.

5.4 Sensitivity Study
As Table 2 shows, the key factors that affect PCcheck’s per-
formance are 1) the number of concurrent checkpoints, 2)
the number of parallel threads per checkpoint, 3) the chunk
size, and 4) the amount of DRAM used for checkpointing.
We now examine the impact of these factors in PCcheck’s
performance. We show results for the SSD setup, but results
with PMEM show similar trends.

5.4.1 Concurrent Checkpoints. Figure 12 demonstrates
the slowdown compared to no checkpointing with varying
frequencies and number of concurrent checkpoints for VGG-
16. Even though VGG-16 has relatively small checkpointing
size, using more than one checkpoint is consistently better.
We generally do not need more than 4 checkpoints at a

Figure 12. Slowdown over no checkpointing, VGG-16, vary-
ing frequencies and the number of concurrent checkpoints.

Figure 13. Slowdown over no checkpointing, OPT-350M,
with a fixed checkpoint frequency of 10 iterations, varying
the number of parallel threads per checkpoint.

time, as they already saturate the SSD bandwidth, and more
threads start competing for resources.

5.4.2 Parallel threads per checkpoint. Figure 13 demon-
strates the slowdown compared to no checkpointing for
OPT-350M at a fixed checkpoint frequency of 10 iterations,
while varying the number of parallel threads per checkpoint.
Using 3 threads (instead of 1) leads to 1.36×, 1.16×, 1.13×
improvement when having 1, 2, 3 concurrent checkpoints
respectively. Thus, the benefit of having multiple parallel
checkpoints is significant, but decreases as the number of
concurrent checkpoints increases, due to extra contention for
storage bandwidth. This is taken into account when PCcheck
configures the parameters to use (Section 3.4). We observe
similar effects for both SSD and PMEM, since both devices
can employ low-to-moderate levels of parallelism [74].

5.4.3 Chunk size andDRAMbuffer size. Figure 14 shows
how the training throughput of the OPT-1.3B model changes
for varying sizes of the DRAM buffer and pipeline chunks.
We observe that pipelining leads to slightly higher through-
put compared to the non-pipelined case, although the differ-
ences are quite small. Moreover, although we use a DRAM
buffer size of 2 ⋅𝑚 for our experiments, reducing this size
does not greatly affect performance. Using a DRAM buffer
size of𝑚 adds only up to 7% overhead compared to using a
buffer of 2 ⋅𝑚, thus PCcheck can safely be used under tight
memory constraints.
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Figure 14. PCcheck throughput of OPT-1.3B, checkpointing
every 15 iterations. X-axis varies the DRAM size for check-
pointing.𝑚 is the checkpoint size. 𝑝𝑥 denotes the pipelined
version of PCcheck, splitting the checkpoint into 𝑥 chunks.

6 Related Work
Checkpointing in HPC and Other Domains. Checkpoint-
ing is a well-known technique in various domains such as
distributed systems [21, 29, 42, 65], HPC [26, 30, 41], and
databases [46, 62, 77]. These works focus on recovering ef-
ficiently and reducing checkpoint latency and bandwidth.
PCcheck provides an efficient checkpointing mechanism tai-
lored for DNN training supporting both PMEMs and SSDs.

Checkpointing RecommendationModels. Several sys-
tems focus on checkpointing large recommendation models.
Check-N-Run [28] proposes differential checkpointing (i.e.,
leveraging the fact that only a small part of the recommenda-
tion model is updated each iteration), quantization, and asyn-
chronous checkpointing. CPR [45], following SCAR [57]’s
paradigm, proposes partial recovery, which restores the train-
ing state only for the failed node. These techniques are or-
thogonal to PCcheck.
Transferring Data from GPU to Storage. GPUDirect

storage [4] allows NVIDIA GPUs to access PCIe storage
devices without involving the CPU. FlashNeuron [19] uses
GPUDirect to offload a part of the training state to an NVMe
device, enabling training larger models with larger batch
sizes than what can fit on a single GPU. Unified Virtual Mem-
ory [11] allows applications to access data both on the GPU
and CPU, regardless of whether they run on GPU or CPU.
Several works [47, 55] have extended UVM to include per-
sistent memory devices. GPM [55] extends UVM to include
the PMEM region, to allow for fine-grained persistence of
GPU-accelerated applications. DRAGON [47] uses UVMwith
PMEM to increase the amount of available memory. Despite
UVM’s advantages in providing an improved programming
experience through unified memory access, our experiments
suggest that having an intermediate buffer in DRAM for
copying data is beneficial for the checkpoint throughput.

7 Conclusion
PCcheck is a framework for orchestrating multiple check-
points on persistent storage during DNN training. While
prior DNN checkpointing systems support one checkpoint

at a time and hence stall training at high checkpoint frequen-
cies, PCcheck avoids these stalls by efficiently managing
multiple concurrent checkpoints. Thus, PCcheck enables
fast, frequent checkpointing, which is critical for dealing
with common preemptions and failures in large-scale DNN
hardware clusters as well as for fine-grained model train-
ing monitoring. PCcheck achieves up to 2.86× higher DNN
training goodput in preemptible cloud VM environments
compared to state-of-the-art checkpointing systems.
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A Artifact Appendix
A.1 Abstract
The artifact consists of the source code of PCcheck4, bench-
marks for deployment and evaluation, scripts and instruc-
tions for reproducing the key results of the paper, in compar-
ison with related work, microbenchmarks, and sensitivity
study.

The evaluation focuses on reproducing key results from
the paper:
● Figure 8: Effect on training throughput, and compari-
son with baselines, when varying the checkpoint fre-
quency. To reduce evaluation hours and costs, we focus
on one model.
● Figure 9: Effect on goodput, and comparison with
baselines, when varying the checkpoint frequency,
given a preemption trace. To reduce evaluation hours
and costs, we focus on one model.
● Figure 11:Microbenchmarks, showing the end-to-end
time to persist a checkpoint for different baselines.
● Figure 12: Sensitivity analysis, varying the number
of concurrent checkpoints.

A.2 Artifact check-list (meta-information)
● Algorithm: The paper proposes PCcheck, a framework
for fine-grained checkpointing of ML applications. Part of
PCcheck is an algorithm that enables multiple checkpoints
to be on-they-fly concurrently (described in section 4.1).
● Program: We evaluate PCcheck using benchmarks from
TorchVision [10], the NVIDIA DeepLearning repo [8] and
HuggingFace [6]. All benchmarks are public. We provide
instructions for setting up in our repo.
● Compilation: To compile PCcheck we used GCC-9.4, and
CUDA-12.1.
● Model: For our evaluation, we used VGG-16 [64] (138M
params), Transformer-XL [24] (192M params), BERT [25]
(345M params), various sizes of OPT [76] (350M, 1.3B, 2.7B
params), and BLOOM [71] (7B params). All models are open-
source. We provide instructions to download all models in
our repo. As part of the artifact evaluation process, we focus
on Transformer and OPT.
● Data set: We use SQUAD [9] and WikiText [12]. Both
datasets are downloaded automatically with our scripts pro-
vided in this link.
● Run-time environment: For our evaluation, we used
Ubuntu 20.04. We used GCC-9.4, Python 3.9.18, NVIDIA
Driver 530.30.02, and CUDA 12.1. We provide instructions
here (they need sudo access).
● Hardware: Weused a2-highgpu-1g VMs fromGoogle Cloud
Platform [1]. Each VM has an A100-40GB GPU attached, 1TB
of pd-ssd, 12 vCPUs, and 85 GB of DRAM.
● Execution: To get more accurate measurements, we rec-
ommend solo access to the machine. PCcheck uses thread
pinning to specific cores for higher performance. To replicate
all of the experiments, 6 hours are needed on average
● Metrics: We report training throughput, goodput and rela-
tive slowdown. The scripts included in our repo automati-
cally collect these metrics.
● Output: For each graph, we generate a .csv file contain-
ing the results, and we provide the scripts to generate the
corresponding plot.

4https://github.com/eth-easl/pccheck
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● Experiments: Our README contains instructions on how
to prepare experiments and reproduce results. We provide
instructions on how to install and run a basic test. To re-
produce results, a user needs to download the appropriate
models and datasets with our setup_models_and_datasets.sh
script. Each Figure in the paper corresponds to a script that
runs the experiments and generates the plots.
● How much disk space required (approximately)?: We
recommend at least 1TB of SSD.We used pd-ssd from Google
Cloud for our evaluation.
● How much time is needed to complete experiments
(approximately)?: 6 hours. We provide a breakdown in out
README
● Publicly available?: The artifact will be publicly available.
● Code licenses (if publicly available)?: Our repo is using
the MIT License.
● Archived (provide DOI)?: https://doi.org/10.5281/zenodo.
14054822

A.3 Description
A.3.1 How to access. The artifact is available in https:
//github.com/eth-easl/pccheck and can be cloned from there.
The DOI for the artifact is https://doi.org/10.5281/zenodo.
14054822.

A.3.2 Hardware dependencies. The artifact has been
tested on GCP machines with the following specifications:
● a2-highgpu-1g (12 vCPUs, 85GB of DRAM) with 1
A100-40GB GPU attached.
● 1TB pd-ssd attached.

We have started with a VM of these configurations using
the ubuntu-2004-focal-v20240830 image from GCP, and
installed all dependencies using our install script.

A.3.3 Software dependencies. We use Ubuntu 20.04 and
the following packages:
● GCC-9.4
● Python 3.9
● NVIDIA Driver 565.57.01
● CUDA 12.1
● NVIDIA Apex

Furthermore, we use the following Python packages:
● Torch 2.1
● Deepspeed 0.12.6
● Torchvision 0.14.1
● HF accelerate 0.20.3

All dependencies can be installed with our install script.

A.3.4 Data sets. Weuse SQUADandWikiText. Both datasets
are downloaded automatically with our scripts provided here

A.3.5 Models. We used VGG-16 [64] (138M params),
Transformer-XL [24] (192Mparams), BERT [25] (345Mparams),
various sizes of OPT [76] (350M, 1.3B, 2.7B params), and
BLOOM [71] (7B params). All models are open-source. We
provide instructions on how to download all models in our
repo.

A.4 Installation
As a first step, the user needs to set up an environment with
the necessary dependencies. We provide a GCP image, with
all software dependencies preinstalled. We also provide the
exact commands in the install_preq_at_vm.sh script on how
to install all dependencies from scratch.
Next, the user needs to download the PCcheck repo, and

install PCcheck (and build the other baselines) using our
install.sh script.
The user can run a simple example by executing our

test_simple.sh script. This runs a few training iterations of
the VGG-16 model, using PCcheck to checkpoint every 50
iterations.

We provide full instructions in our README.

A.5 Experiment workflow
To replicate the results from our paper, these steps need to
be followed:

1. Download the required models and datasets using the
setup_models_and_datasets.sh script.

2. For each Figure, we provide scripts to run the appro-
priate experiments, collect the results, and generate
plots. The user needs to run the respective script for
each plot.

These steps are documented in our README.

A.6 Evaluation and expected results
We first show how PCcheck performs compared to baselines
under various checkpoint frequencies.
● Figure 8 shows the training throughput of PCcheck un-
der various checkpoint frequencies for different mod-
els, and compares it with baselines such as Check-
Freq [50] and GPM [55]. To reduce evaluation time
and costs, we focus on 8b. Overall, PCcheck allows
checkpointing at more frequent intervals compared to
the baselines, with minimal impact on throughput.
● Figure 9 shows the goodput for PCcheck and the rest
baselines for a given preemption trace. Again, we focus
on 9b. Since PCcheck allowsmore frequent checkpoint-
ing than the baselines, it also leads to higher goodput.

We then run some basic microbenchmarks as depicted in
Figure 11, where we plot the end-to-end time to copy and
persist a checkpoint for various baselines. We omit Gemini
due to the complexity of the setup.

Finally, we conduct a sensitivity study, analyzing the fac-
tors that affect PCcheck’s performance. We focus on Figure
12. This figure depicts the slowdown in training throughput
for the VGG-16 model, under various checkpoint frequen-
cies, when varying the number of concurrent checkpoints.
We observe that no more than 4 concurrent checkpoints are
needed at a time, due to SSD bandwidth saturation.
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