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Abstract
Serverless computing offers a number of advantages over conventional, Virtual Machine (VM) based deployments on the cloud, e.g., greater elasticity, simplicity of use and management, finer granularity billing, and rapid deployment and start up times. Naturally, there is a growing interest in exploring how to run applications in this new environment and data analytics is not an exception. Unfortunately, current serverless platforms are limited along several dimensions, which makes things quite difficult from the perspective of data analytics. In this paper we explore what serverless has to offer today, what is missing, and what can be done to make serverless a better computing platform in general and for data analytics in particular.
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1. Introduction
Function as a Service (FaaS) or serverless represents an evolution of cloud computing services, where most of the complexities associated with deploying, starting, managing, maintaining, and retiring applications and their associated resources are hidden behind a much simpler interface. While the details of the commercial offerings differ somewhat [1, 2, 3] they all have several important aspects in common: they provide finer granularity billing than regular VMs, elasticity is managed automatically with support for launching a large number of functions concurrently, and the start-up time of the functions is significantly faster than that of VM-based applications.

In practice, however, serverless means different things depending on how one looks at it: as a user, as a cloud provider, and as a researcher. These perspectives are often not entirely aligned so we start by discussing each one of them. We then provide some background about data analytics on serverless before proposing an ambitious research agenda around serverless in general and data analytics on serverless in particular. This research agenda takes into account the way the cloud has been evolving and, importantly, the perspectives on the technology from both the user and the cloud provider, an essential aspect to make any proposal around serverless succeed.

We propose a redesign of current serverless computing, from the programming model to the underlying system software stack, which can lead to significant performance and resource efficiency gains by freeing serverless from some of the legacy infrastructure it is built on today. With these ideas we put forward an alternative view on serverless that goes beyond data analytics but that can play a crucial role in making data analytics viable in the medium and long term on top of future serverless platforms. The view is based on our own research efforts in making serverless a viable and more efficient alternative to current cloud offerings and it encompasses all aspects of the stack from the serverless platform itself to the programming abstractions, interfaces, and support that are made available to applications.

2. Perspectives on Serverless
In this section we briefly discuss how users see serverless, what serverless represents for the provider, and different ways to tackle serverless from a research perspective. Here we focus on serverless platforms in general and discuss their current implementation on top of conventional cloud system software technology. In Section 3, we will revisit these concepts with data analytics in mind.

2.1. Serverless for the Users
From the perspective of the cloud user, for a narrow set of tasks, serverless is attractive as there is no need to deal with complex infrastructure or resource management. Functions run only as long as needed, thereby minimizing costs, and the automatic elasticity makes it easier to deal with a large number of parallel tasks, such as processing a collection of images or files in parallel. The event driven programming model behind serverless also makes it quite useful for doing things on the side of
larger deployments, providing a low cost and efficient way to extend existing functionality. A running application only needs to raise an event that triggers the creation of functions that perform a given task and then disappear when finished. Such a mechanism has been proposed as a way to, e.g., provide higher elasticity to data processing platforms [4] or to implement ephemeral caching services [5].

### 2.2. Serverless for the Provider

From the perspective of the cloud provider, serverless has other merits. On the one hand, it is an opportunity for the platform provider to optimize the infrastructure under the hood for better resource efficiency. As it is offered today, serverless is optimized for short, ephemeral tasks. Managing workloads composed of short (currently on AWS Lambda up to 15 minutes), simpler tasks allows the provider to fit these tasks on resources that would otherwise be too small to run larger jobs. One way to look at serverless from the provider perspective is as a way to fill in the cracks left by larger cloud application deployments.

On the other hand, since serverless exposes a higher level of abstraction of the cloud to users, this gives providers the opportunity to better manage the infrastructure by limiting the user’s control over many of the aspects of their application’s deployment. It is important to keep in mind that many applications and the way they run today in the cloud is a legacy of earlier years when users ran applications on their own servers rather than on cloud services. The option of renting VMs (Infrastructure as a Service) and many other existing services in the cloud are there solely so that users can port their application systems to the cloud. They are, by far, not the most efficient way to use the cloud. Serverless is a step towards removing part of that legacy and detaching the application from the underlying infrastructure (hence the name) so that the infrastructure can be better shared among multiple users, with better resource allocation, more control, tighter security, and less complexity to both the user and the provider. It is in this sense that serverless has been regarded as the next evolutionary step in cloud computing [6, 7].

### 2.3. Serverless for Researchers

From a research perspective, serverless has attracted attention from different areas, from systems to hardware to data management. Researchers in academia and industry have been improving the start up times of functions [8, 9, 10, 11], facilitating data sharing [12, 13, 14], building workflows of functions to implement more complex functionality [15, 16, 17], or enabling better hardware support for serverless [18]. These are all valuable ideas that will help to improve serverless as it evolves and also expand the use cases where serverless makes sense. However, serverless does not offer a seamless transition for applications such as data analytics.

As indicated above, current serverless offerings reflect many of the needs of cloud providers while still giving users an attractive new cloud service for a narrow set of use cases. As a result, researchers have pointed out severe limitations in current offerings that make running data analytics on serverless a major challenge [19]: lack of direct communication between functions, stateless functions, restricted life time, limited configuration choices between compute and memory, pricing model, etc. To deal with these limitations for serverless data analytics, two main approaches have emerged.

One approach tries to work around the current limitations. Examples of this line of work are Starling [20] and Lambda [21]. These two data processing systems demonstrate many of the complex techniques needed to make data analytics work on serverless: need to minimize data transfer through storage, speed up the launch of parallel functions at scale, overlap computation with I/O, etc. Yet, a message often overlooked from these efforts is that, from a cost point of view, serverless makes sense only at very low throughput (on the order of a few tens of queries per hour). For more intense workloads, it is cheaper to execute queries with standard data processing platforms on long-running VMs. The cost of serverless offerings is a crucial decision of the provider. We can only speculate why a unit of computation resources is significantly more expensive on serverless platforms than on conventional VMs. It could reflect the actual cost, in which case it does not look good for heavy data analytics, or it could be just a way to prevent cannibalizing the VM business line. Whatever it might be, this is an important factor to keep in mind at this stage before investing large efforts in implementing data analytic platforms on top of current serverless offerings.

Another approach tries to compensate for the limitations of serverless by building additional infrastructure that replaces missing functionality and provides the support needed to run data analytics as it is understood today. This includes creating caching layers to maintain state [22, 23], using proxies to facilitate better communication between functions [5], enabling limited forms of communication [24], improving scalability for concrete applications [25], etc. This work is often motivated by how serverless platforms are today and typically resorts to adding extra VM-based infrastructure for supporting functionality. To a certain extent, this goes against the goal of reducing infrastructure and facilitating management as those extra services are not typically managed by the serverless platform, but will have to be started, monitored, and turned off by the user. In an event-driven model, where the events triggering functions can appear
3. Background

Serverless is part of the cloud and, as such, it cannot be understood outside the context of cloud computing. Before presenting our view, we describe the aspects of cloud architecture relevant to the discussion here.

3.1. On the Cloud

Cloud computing has been evolving over the years towards higher levels of abstraction that hide more and more of the underlying computing infrastructure [26]. Hardware-as-a-Service, Platform-as-a-Service, Software-as-a-Service, Query-as-a-Service, and now Function-as-a-Service represent steps where what is being offered is an increasingly improved interface that frees the user from mundane administrative and management tasks: acquiring computers, maintaining and updating the operating system and supporting infrastructure like storage and file systems, deploying complex software and supporting its life cycle, etc.

This development is heavily influenced by the ability of customers to move their workloads to the cloud. Since applications evolve slower than hardware, it follows that the cloud cannot make radical changes in its architecture and the platforms it offers because otherwise users’ applications would not run on the cloud or would have to be ported to the new environment made available by the provider. Such migration exercises are expensive and cumbersome so the cloud has always tried to provide a path to move applications with minimal changes. This is why VMs have played and still pay such a crucial role and why legacy systems like block storage or file systems are still provided since otherwise there are applications (notably database engines) that will simply not be able to operate in the cloud.

Yet, over the years, the cloud is evolving as the workloads are better understood, cloud native systems start to appear, and users get a better handle of running applications in the cloud. This evolution encompasses many aspects of the infrastructure: lightweight virtualization for more efficient bin-packing of securely-isolated tasks (e.g., Firecracker [8]), data representations suited to the disaggregated storage prevalent in the cloud (Parket, Arrow, etc.), supporting services native to the cloud (e.g., Key Value Stores as main memory caches), etc. The same can be said of the tools and systems the provider employs to manage and run the cloud as efficiently as possible.

3.2. On Serverless

Serverless is a next step in cloud offerings but, like all its predecessor services, it is necessarily bound by what is available on the provider side and the need to support an interface compatible with current applications. It provides a higher level of abstraction compared to renting some infrastructure (a machine, a VM, a piece of software) and it hides a great deal of the complexities of the cloud through automatic starts and shut-downs, automatic elasticity, finer granularity billing, etc. It also simplifies the choices available: instead of having to pick from an ever growing catalogue of machine configurations and sizes, current offerings limit the parameters available to the user (e.g., just memory size as in AWS Lambda). Finally, it also restricts the execution environment, allegedly to simplify the management of functions by the provider [7] by not allowing direct network communication among functions, enforcing data exchanges though storage services or queues, limiting the running time, not providing support for stateful services, etc.

Serverless functions today execute in MicroVMs (e.g., Firecracker [8]), which are lighter weight than regular VMs so that their start-up time is faster and they can be more densely bin-packed per machine. Functions are connected to regular cloud services in the form of storage, event management, or message queuing systems. However, these MicroVMs are still derived from their original VM counterparts and do not represent a significant departure from them in terms of functionality or interface. This is helpful for application compatibility but leaves significant opportunities for further performance and energy efficiency optimizations on the table. For example, MicroVMs still have significant startup times [27], context switching overheads [28], and memory duplication [29]. Given the significant differences in spirit and level of abstraction of serverless, it is worth revisiting whether the VM model is the correct one. As we will propose later, we think that it is not and a far more efficient approach is possible when the underlying support is built with a true serverless model in mind. This new approach might not be adequate for legacy applications but it will open up the way to implement serverless native applications.

3.3. On Cloud Data Processing

Relational database engines, one of the most successful forms of commercial software, provide the perfect example of the situation that the cloud creates. Conventional relational engines have an architecture designed decades ago and mostly focused on optimizing the data path from storage to the processor. Competitive commercial systems are built to run on the company’s own servers and to take control of many aspects of the machine (mem-
ory management, data representation, I/O, scheduling, etc.) to the point that historically they have always been competing with the operating system for control of the machine. Making such engines run on the cloud so that users can port the stack running on top of the database has not been easy and has required to implement support for the legacy concepts that such engines need (e.g., block storage interfaces). As they are, database engines are almost the opposite of what the cloud is meant to offer: databases heavily depend on locality for performance, as the data anchors the engine to certain machines and data sources, the state that needs to be maintained is often huge making databases very cumbersome to migrate from one node to another and that same state makes databases very slow to start, the indirect layers of VMs and hypervisors often get in the way of database optimizations developed under the assumption there is nothing else running on the machine, etc. Not surprisingly, cloud providers often support custom systems to run legacy database engines (e.g., Amazon RDS).

As with many other services in the cloud, alternative designs have appeared that are better suited to the computing environment. Implicit in what we are discussing in the paper is the idea that data analytics refers to distributed query processing. In all fairness, that is not the only way to perform data analytics. There are the traditional database engines and data-warehouses, often monolithic engines with limited scalability, less elasticity, and not really suitable to the highly dynamic environment of serverless functions. As pointed out above, these engines already have issues when operating in the cloud and it is difficult to see how they could fit on top of serverless. Distributed query processing uses engines different from traditional ones (e.g., Snowflake [30]) or discards the notion of an engine entirely (e.g., Spark, Hadoop, or MapReduce) can run queries at large scales but are not engines in the sense that they do not actually manage the data in the way a database engine does). The gap between legacy systems and what can be actually run on the cloud, together with the ever growing demand for data management support, has also led to a proliferation of cloud native data management and processing engines for a variety of applications and data types.

Serverless data analytics is at the same juncture as database engines were with the cloud. Conventional data warehousing architectures are ill suited to the serverless model and, conversely, current serverless platforms are less than supportive of large scale data processing [19, 20, 21]. One can come up with many different ways to try to build analytics engines on serverless today but our own experience shows it is a never ending exercise with often only less than optimal options to choose from. If data analytics is ever going to run on serverless, a redesign from the ground up is necessary. In the next section we discuss how such a redesign could look like and its potential advantages over existing systems.

4. An Alternative View on Serverless

When considering the ideas above, it emerges that serverless, like the cloud in general, is likely to follow a path where it evolves towards something increasingly more optimized for the cloud but retains a certain degree of compatibility with existing systems. Thus, our alternative view on serverless aims at addressing two key research challenges that are particularly relevant for serverless analytics but also apply to serverless in general:

1. From a user perspective, how to leverage existing data analytics systems (e.g., Spark, Flink, Drill, Hadoop) that users are familiar with, and seamlessly run these engines with the main advantages of serverless: high elasticity, automated resource management, and fine-grain billing?

2. From a provider perspective, how to improve the performance and resource efficiency of the serverless infrastructure under the hood, which today is still rooted in a bloated system stack originally designed for long-running virtual machines?

These two questions are not orthogonal to each other. Addressing the first one by providing the means to run unmodified, existing distributed data processing systems on serverless would start to provide insights to inform future platform designs. It would also help identify which features of these systems collide with the serverless model. This information can then be used to change the way serverless is implemented and the interfaces the platform exposes to the application, so that the second challenge can be addressed while enabling a richer and more suitable interface to developers of serverless applications in general and serverless analytics in particular.

To address the first challenge, we propose to build an overlay system on top of the serverless platform that abstracts the FaaS infrastructure and provides the familiar POSIX-like environment of networked processes that existing distributed data analytics expect. This approach should enable running existing off-the-shelf data analytics engines on serverless platforms. The overlay system is responsible for filling the gap in functionality that the application expects (e.g., a distributed data engine like Spark expects to be able to exchange data directly over the network between workers) and what the underlying serverless platform supports (e.g., AWS Lambda and other commercial offerings today do not expose direct support for inter-function networking). The overlay will have to perform several tasks to turn current
serverless functions into something equivalent to regular VMs. Some of these tasks include: (1) intercepting system calls and redirecting them as needed so that application code that operates thinking it is running over an OS or a VM does not need to be modified; (2) establishing a group of communicating functions that will run the distributed application through services such a name and directory service, bootstrap processes, group coordination, etc.; and (3) provide basic fault tolerance on top of what the serverless platform provides to be able to react to issues caused by the platform itself, e.g., stragglers or functions failing. As we will discuss later, providing an initial version of such an interposition layer between the application and the serverless function already points out to interesting research directions such as the need to make I/O and communication more declarative so that the concrete implementation and runtime management can be done by the underlying serverless platform and not by the application as it is today. Section 5 explores these ideas and the prototype we are building in more detail.

Since the starting point is to better understand serverless analytics by enabling current systems to run on serverless platforms, we are addressing the first challenge by building a prototype of the overlay on top of a current commercial serverless offering (AWS Lambda). However, to address the second challenge (i.e., improve the performance and resource efficiency of serverless computing services), it is necessary to rethink the function execution model and system software stack of current serverless platforms. Hence, as a next step, we propose a new platform design. Importantly, by still leveraging the overlay on top of the platform, the changes we propose to the platform system software can be implemented transparently to user applications.

To address the second challenge, we propose to move away from AWS Lambda's approach of executing functions as MicroVMs. Instead, we advocate to treat serverless functions as true functions: bodies of code which take in a declared list of inputs and produce a list of outputs which can be fed to other functions or cloud data services. This enables a clear separation of computation (the function logic itself) and I/O (which can now be handled completely outside of the function by the platform, before and after the function’s execution). Section 6 elaborates on the proposed platform design.

The separation of computation and I/O has several key advantages. First, compute tasks can be supported without the need for system calls, since the platform can prepare data for each function in a dedicated memory region before the function starts executing. Avoiding system calls removes a large attack surface of the untrusted user code and allows the platform to move away from the traditional VM-based isolation technologies, which introduce significant software bloat to provide secure isolation. Treating functions as true functions (which do not need to interact directly with the OS during their execution) enables adopting more lightweight sandbox designs, which can leverage emerging software and hardware isolation mechanisms, such as WebAssembly-based Software Fault Isolation [31, 32, 12], Memory Protection Keys (MPK) [33], and CHERI memory capabilities [34].

Second, separating compute and I/O directly exposes all dataflow to the platform, which enables optimizations like locality-aware function scheduling and overlapping data fetching and function execution. Finally, separating compute and I/O also makes functions more amenable to hardware acceleration, as pure compute tasks can more readily be accelerated on hardware platforms like GPUs and FPGAs. Meanwhile, the I/O tasks that the platform executes (i.e., to prepare data before function execution and to manage function outputs after execution) are good candidates to offload and accelerate on SmartNICs.

Note that this redesign of the serverless infrastructure is particularly interesting for data analytics. Queries can be easily represented as a dataflow (whether a tree or a DAG makes no difference) and the inputs and outputs of each stage are easily specified in a declarative manner. To a large extent, the serverless infrastructure can take advantage of the declarative nature of the I/O in functions to implement optimizations tasks that a traditional database engine performs: pre-fetching, caching, partial result reusing, view materialization, locality aware function scheduling, etc.; all tasks that are today missing from distributed data processing tools.

5. An Overlay on Serverless

The motivation to build an overlay on top of current serverless platforms arose from the experience accumulated trying to do query processing on serverless. While designing Lambada [21], looking at results from other groups [20], and examining attempts to run data heavy tasks on serverless [35, 36] we realized the big gap between what it is commercially available and what is needed to support data processing. Serverless works very well in narrow use cases with embarrassingly parallel tasks that can run independently of each other, have a short life time, do not exchange much data, and with a simple control flow between them (e.g., [37]). None of those are properties of analytic queries where operators create dependencies between the different stages of the computation, there is a well defined and potentially complex dataflow defining how and when to invoke the operators, and exchange potentially large amounts of intermediate results.

Focusing on the obvious limitation of today’s offerings that forces data exchanges to occur through storage (S3 in AWS Lambda), we have developed an initial
A serverless platform must meet several requirements ideally providing the familiar abstractions that traditional data analytics engines expect while evolving the underlying cloud execution model based on long-running virtual machines and processes. Current platforms introduce high overhead when executing many fine-grain, short-lived tasks at high churn.

We are in the process of porting a variety of data processing engines to Boxer 2.0. Doing so enables us to explore interesting ideas around serverless analytics like automatic instantiation of query engines on a per query basis. But more importantly for the purposes here, Boxer 2.0 allows us to start running different query engines on serverless to identify how they need to be changed to take advantage of the unique features of serverless and also to study how the interface offered by serverless can be improved to better facilitate data analytic applications.

Although our first step is prototyping Boxer on top of existing commercial serverless platforms, such as AWS Lambda, we next plan to explore how to continue providing the familiar abstractions that traditional data analytics engines expect while evolving the underlying platform under the hood for greater performance and resource efficiency.

6. A New Serverless Platform

A serverless platform must meet several requirements from a provider perspective, requirements that also have an impact on how the platform is perceived by users:

Secure isolation: The platform must prevent untrusted user code from tampering with the infrastructure or accessing the data or code of other users.1

Low latency: A function should complete with low (ideally ≤ 10%) overhead compared to its execution on a dedicated, bare-metal server.

High throughput per machine: The platform should serve a high rate of function invocations per physical machine (i.e., dense bin-packing) to maximize throughput at low cost.

The current platforms offered by cloud providers like AWS, Google, and Microsoft Azure try to satisfy these requirements based on lightweight VMs or secure containers [8, 41]. As described in Section 3.2, this approach leads to a bloated system software stack rooted in more conventional cloud execution models. With the current platforms, functions now consist of pure computations and I/O is handled by the platform before/after function execution. The platform provides each function with a dedicated memory region prepared with the function’s inputs and the function does not do any I/O (or in fact any system calls) during its execution. Avoiding system calls removes a large attack surface (VMs are used today as an isolation mechanism since the OS itself is considered too large of a TCB to securely isolate functions from untrusted users [8, 41]) and allows us to re-think function sandbox design. With our new execution model, we can leverage lighter weight isolation mechanisms optimized for performance (e.g., WASM [31], MPK [33], and CHERI memory capabilities [34]) rather than defaulting to the legacy approach of executing each function in a separate virtual machine, bundled with its own operating system.

We are currently building a prototype of a serverless platform, Dandelion, which adopts this declarative function execution model. We design the system software to efficiently schedule functions and execute them with support for a variety of hardware and software isolation mechanisms under the hood through a unified abstraction. In our initial prototype, we leverage CHERI memory capabilities [34] to isolate function memory regions while running the Dandelion system infrastructure and compute functions within a single virtual address space. We compare Dandelion’s performance to a Firecracker system running functions in separate MicroVMs. We sweep function invocations for each system, with each function executing a matrix multiplication computation. Our initial results show that Dandelion achieves 3.4× higher peak throughput per machine and over 14× lower latency compared to Firecracker.

In addition to enabling lightweight function sandbox...
technology for low latency and high-density bin-packing without compromising secure isolation, the declarative function execution model offers cloud providers additional opportunities to optimize the underlying infrastructure. A major benefit of declaring applications as compositions of compute functions (containing untrusted user code) and I/O tasks (handled by the platform) is that application dataflow becomes explicit and directly exposed to the platform. The cloud provider can leverage information about how data flows between functions and cloud data services to prefetch function inputs and avoid functions wasting CPU cycles while waiting for data by guaranteeing that a function only starts executing when its inputs are available [42]. The provider can also leverage dataflow information in applications for locality-aware scheduling, i.e., collocating functions that exchange data on the same nodes.

Finally, the declarative function execution model and strict separation of compute and I/O also lends itself well to hardware acceleration. User functions become easier to offload to hardware accelerators such as GPUs when they are pure functions that do not rely on close interaction with the host OS. We also plan to explore offloading the I/O tasks performed by the platform to SmartNICs. We believe this declarative execution model under the hood of a serverless platform is a promising way to leverage heterogeneous hardware, while the overlay presented in Section 5 can maintain a convenient abstraction for user applications.

7. Discussion

In this section we explore how the ideas just proposed could influence serverless data analytics. We also discuss the interplay between an overlay system like Boxer and our ideas around Dandelion about how to optimize the underlying serverless infrastructure.

7.1. Engines, Platforms, and Services

What we are proposing, even in the initial use case where we run existing, unmodified query platforms on top of serverless functions, brings query processing closer to the notion of query-as-a-service. As discussed elsewhere [39], the approach makes it possible to create a distributed query engine when a query arrives and dismantle it when it finishes. The resulting functionality is very similar to that of services such as Amazon Athena [43] or Google Big Query [44] except that the user can select the engine where the query runs.

When considering the modified serverless platform we have in mind, the opportunity arises to turn the serverless platform into an actual data processing engine providing much of the functionality missing on distributed query processing systems today. Current systems do not run on an actual engine in the sense that systems such as Spark do not maintain permanent data structures and functionality (indexes, lock tables, access statistics, schema, views, access controls, etc.) across executions. Thus, they do not perform common database optimizations.

In addition to running off-the-shelf engines on the overlay, an optimized platform like Dandelion enables building data processing engines directly on top of the declarative function execution model interface, as opposed to through the overlay. Through the declarative specification of I/O, function scheduling can be enhanced with features such as data pre-fetching from storage if that is where the data resides so when the function starts, the data has already been brought to it. This would significantly speed up running, e.g., a join of a base table with the intermediate results produced by another join of other tables. Similarly, it should be possible to implement different query execution models beyond the batch mode enforced by today’s serverless platforms. Direct communications should enable vectorized and even volcano style execution models that are far more suitable to modern analytics and have much better performance. Providing such functionality would make serverless an excellent vehicle to implement a completely new generation of data analytic engines where the system functionality is directly embedded in the computational model. Such an architecture is likely to improve performance while allowing the provider to optimize internal bottlenecks in the cloud like the latency of accessing disaggregated storage or network congestion.

7.2. System Optimizations

Data analytics has many decades of experience on optimizing queries, predicting cardinalities, calculating costs of operations, etc. Many of these advantages are lost when operating on the distributed query processing settings found in the cloud today. This leads, in several subtle ways, to a number of inefficiencies that need to be addressed. Among them, the most relevant is over-provisioning: reserving a much larger set of resources than actually needed just in case, e.g., a load spike arrives. Overprovisioning affects all aspects of the system: memory, CPU capacity, number of machines, etc.

For instance, stranded memory [45] results from machines running out of virtual CPUs to allocate before they run out of memory. It is tempting to think that the current configuration of functions based solely on the memory size could be related to this provider-side problem. In the serverless data analytics view we propose, the problem could be addressed differently: apply traditional query optimization techniques and knowledge of the operators to estimate the amount of memory a function will need to execute. This would yield a far more accurate
allocation of resources on a per-query basis and, as a result, a lower budget for running queries than when the size of functions is chosen on a worst-case scenario basis.

Similarly, the notion of declarative interfaces at the function level can be used beyond I/O and be applied to networking and communication. Rather than using sockets as the current Boxer prototypes does, functions would specify a number of other functions and the required topology that the underlying system would automatically instantiate as needed. This opens up the opportunity for the provider to optimize the location of the functions, reuse them when possible, collocate them in the same machine if the opportunity arises, etc. It is not difficult to see how this would benefit parallel query execution and minimize data movement while still preserving the elasticity of serverless and hiding of the underlying infrastructure form the user.

Finally, the declarative nature of functions we propose would support the automatic creation and management of caching layers. The system can observe the declarations of function compositions and decide which data can be moved to a faster storage layer (whether in memory, on a dedicated key value store, or even in accelerated storage) for faster access if used often enough.

7.3. Next Steps
The transition from the current Boxer overlay system to a radically different function execution system like Dandelion will involve exploring how to develop applications under the new interface. In our current prototype of Dandelion, we develop a domain specific language for developers to directly express their applications as compositions of pure compute and platform library I/O functions. However, in the future, we aim to explore how off-the-shelf applications can be automatically transpiled to compositions that strictly separate their compute and I/O tasks under the hood.

Running arbitrary legacy applications on Dandelion can be a challenge but less so for data processing and data analytics. Note that the declarative I/O model closely resembles the execution model of database engines with operators implementing the logic to be applied to supplied by a pre-defined execution model and interface (i.e., volcano, vectorized, or batched). To a first approximation, queries can be expressed as a DAG of functions that are connected through well defined I/O interfaces. An interesting research direction is to define such interfaces so that they fulfill the requirements of the serverless infrastructure while facilitating the execution of distributed query processing. Nevertheless, the ultimate goal of our vision for serverless is to have native engines that take full advantage of the new model rather than being anchored on architectures more suitable for conventional deployments on servers or VMs.

8. Conclusions
In this short paper we have put forward an alternative view on serverless that accommodates the perspectives of both the users and the providers. It defines a path of migration for existing distributed query processing systems to serverless and proposes a redesign of the interface offered to function code that truly hides the underlying execution platform. The idea is not exclusive to data analytics but we have show how data processing, even being an application ill suited for serverless, can greatly benefit from this alternative view.

The systems we are developing should help to inform how to better support data analytics on serverless by enabling running off-the-shelf systems on today’s platforms. At the same time, the experience gathered from these initial experiments will help better define what the serverless infrastructure should become, to eliminate a lot of the legacy and bloat present in current systems, and provide an interface that unleashes all the potential of serverless as the next generation of cloud computing.
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